Taken from my draft textbook.

Beware of biased coefficients!

"Not all regression coefficients are created equal."      –Miguel Hernán
Some researchers assume that each coefficient in a multivariable model is estimating the effect of the respective variable after "adjusting for all other covariates."  They would say, for instance, that when we regress systolic blood pressure on SEX and WEIGHT, the coefficient of SEX estimates the sex effect whereas the coefficient of WEIGHT estimates the weight effect, each "adjusted for the other."  Those who avoid using the words cause and effect might cautiously write "estimates the independent association of each variable"—and still have cause-and-effect in mind.

This assumption may be false in many regression models.  The theory of causal diagrams has taught us that conditioning (or what is called "adjustment") is not a symmetrical process in causal inquiry (chapter 6).  Some conditional estimates serve to deconfound, whereas others could be worse than the marginal estimates, because confounding is not a reciprocal idea.  To illustrate the pitfall, let's compare the estimated effect of sex group on systolic blood pressure from two linear regression modes: a model with SEX alone (the marginal association we've already seen) and a model that includes SEX, AGE, and WEIGHT (measured in pounds).

Model 1:
Mean SBP = (0 + (1 SEX
Model 2:
Mean SBP = (0 + (1 SEX + (2 AGE + (3 WEIGHT

Selected SAS printout from the two models is shown side by side:

Dependent Variable: sbp  SYSTOLIC BLOOD PRESSURE (mmHg)

             Model 1





Model 2
  Sum of               


     Sum of

Source      
    DF        Squares 

Source      
    DF     Squares  

Model

     1       1304.4140 
  
Model             3    76710.7659    

Error 

   998     454303.9420
      
Error           996   378897.5901       

Corrected Total 999     455608.3560  
       Corrected Total 999  455608.3560

Parameter         Estimate           

Parameter         Estimate

Intercept      124.5202991           

Intercept      56.34767205  

sex              2.2889114 


sex            -0.85095005







age             0.79548598







weight          0.11963538
By statistical criteria, every statistician will prefer model 2 because "it fits the data better".  The sum of the squared "error", Σ e2, is much smaller in model 2, which means that the model should predict the value of systolic blood pressure much better.  Nonetheless, you will shortly see that bias may be lurking behind the negative coefficient of SEX (–0.85).  That a regression model might do a better job in predicting John's blood pressure does not endow all of its coefficients with the title "measure of effect".  Try to keep in mind the asymmetrical relation between causal inquiry and statistical prediction, which so many seem to forget: to estimate a causal parameter, we often seek help from a prediction model, but not every prediction model, however good it may be, delivers unbiased estimators of causal parameters.   Please read the last sentence again and be sure to share it occasionally with your fellow statisticians.

Figure 9–10 (panel a) shows a diamond-shaped causal diagram that connects the four variables of interest.  In addition to arrows from SEX to AGE and from SEX to SBP, which we had assumed earlier, I drew a path from SEX to SBP via the variable WEIGHT.  According to this simplistic diagram, the marginal association between sex group and systolic blood pressure (model 1) is not confounded.  The expected value of the estimator behind the coefficient of SEX should be equal to the causal parameter—to the net effect of sex on blood pressure via the three causal pathways.  No conditioning is needed.  

Could conditioning (model 2, for example) cause any harm?

As you might recall from chapter 6, it certainly can—if we happen to condition on colliders.  Suppose that weight and blood pressure share a common cause, U, such as a genotype or a hormone (Figure 9–10, panel b).  On this assumption, WEIGHT is a collider on the path SEX(WEIGHT(U(SBP, and conditioning on it will open a confounding path via the colliding variables (panel c).  As a result, the "adjusted" mean difference between men and women (model 2) will not deconfound anything.  On the contrary: it will contain the confounding effect of the path we have opened.
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Figure 9–10.  A causal diagram relating sex, age, weight, and systolic blood pressure (panel a); a common cause, U, of weight and systolic blood pressure was added (panel b); causal and confounding paths after conditioning on weight (panel c).
At this point, some researchers might be inclined to say that adjustment for weight and age (model 2) has "explained" the effect of sex group on systolic blood pressure, or perhaps has estimated the direct effect, SEX(SBP, alone.  Unfortunately, neither is necessarily true.  First, if U does exist (panel b), we have just realized that the coefficient of SEX in the second model contains an artificial component, which we have created by conditioning on a collider.  Whatever the difference between the two coefficients of SEX may tell us, if anything useful at all, it is not only an "explanation" of causal pathways.  Second, other assumptions are needed to separate a direct effect from indirect effects by adjusting for intermediary variables, even in the absence of U.

The text below is taken from a manuscript review I wrote recently.
The text of this paper relies heavily on the idea of prediction (e.g., predictors, AUC), but occasionally implies causal ideas.  In particular, most, or all, of the modeled predictors are presumed causes of CHD (or “risk factors”, which is “postulated cause in disguise”).  Predictors, however, need not be causes.  (There is nothing statistically wrong in predicting smoking status from CHD status or predicting CHD status from the color of the fingers.)   I show below two causal diagrams that display valid predictors (X, Z) of “true” CHD status (namely, ARIC final classification).
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Here, X is modeled predictor and Z is non-modeled predictor.  They perform as predictors because of E1 and E2.  These causes of “true” CHD status created a non-causal association between X and “true” CHD status (and between Z and “true” CHD status).  AUC is one of several measures of the magnitude of these (non-causal) associations.  Of course, it does not measure the effects of X or Z (which are zero).

Another simple case is show below.
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Here X and Z perform as predictors for two reasons: one reason was explained earlier; the other is their effects on “true” CHD status.
What I have described above comes from the principles of causal diagram (aka directed acyclic graphs or DAG).
The text below is taken from recent comments I have made about a manuscript proposal:

Thank you again for the invitation to co-author these manuscripts.  I liked the proposal, not only for what it contained, but also for what it did not.  It did not contain any phrase about "confounders" and "adjustment".  Indeed, the purpose of this work is to find a good prediction model--not causal analysis.  Too many minds confuse these two distinct goals (because we often exploit prediction models to estimate effects).

I have just two thoughts to share.

1.  Even though predictors need not be causes (i.e., "risk factors"), they predict through some causal mechanism.  For example, yellow fingers predict lung cancer because smoking is a common cause of yellow fingers and lung cancer.  I would love to see (at some point) some causal diagrams or causal language that explains, for example, why QRS width should predict CHF.

2.  I don't favor the (prevailing) idea that Z should prove its predictive merit "above and beyond other well-established risk factors for CHF".  In the prediction game, the chronology of discovering prediction models seems irrelevant (and good predictors need not be risk factors (i.e., causes) at all!)  If we find tomorrow a set of easily measured variables that predict CHF better than the old set, we should simply recycle the old set.  Our "bowing" to the old stuff seems to be founded on irrational admiration of "tradition", which has a place of honor in many walks of life--but not in science.  In short, ECG abnormalities need not compete on a new seat in an already loaded regression equation: all competitors are equal (assuming the cost of measuring is not too different).  Of course, in causal analysis, the story is different.  There, background knowledge of previously discovered causes determines what should be adjusted for (but the measures of interest are not ROC curves and AUC)

