Can we use logistic regression to study interaction on an additive scale?

I kept thinking about that question.  Here are more thoughts.

If the answer is yes (as we supposedly discovered), then we should also be able to use logistic regression in order to estimate a difference measure of effect!  So, as I said in-person, the question may be retraced to the following earlier question:  

Can we use a logistic regression model to estimate the odds difference? 

Note that the little note I was writing included just that (differences between odds).

The logistic regression model is:  Odds (Y=1) = exp ((0 + (1 E)

Let’s use this model to compute the odds (Y=1) for E=1 and for E=0 and then subtract one from the other to get the odds difference.

When E=1: Odds (Y=1) = exp ((0 + (1) = exp ((0) exp ((1)  

When E=0: Odds (Y=1) = exp ((0)

Odds difference = exp ((0) exp ((1) - exp ((0) = exp ((0) [exp ((1) –1], which looks peculiar but may be tolerated.

Now, let’s fit a continuous E, and ask: what is the odds difference per 1 unit increment on E?

To find out, let’s compare “person A” (whose value of E is x+1) to “person B” (whose value of E is x.)

When E= x+1:  Odds (Y=1) = exp [(0 + (1 (x+1)] = exp ((0) exp ((1x) exp ((1) 

When E= x:  
 Odds (Y=1) = exp [(0 + (1 (x)] = exp ((0) exp ((1x)

Odds difference 
= exp ((0) exp ((1x) exp ((1) - exp ((0) exp ((1x) =




= exp ((0) [exp ((1) – 1] exp ((1x)
We have reached the point I wanted to reach.

What does this model say about the odds difference per 1 unit increment in E?  It says that it is a FUNCTION of E.   The effect of 1-unit increment in E is not constant (as it was when we estimated the odds ratio).  It depends on E—it is modified by E.   At best, the computation of odds difference from a logistic regression model is constraining us to a peculiar kind of effect (that nobody would tolerate).  At worst—it is nonsensical.  So, if it’s almost nonsensical to compute the odds difference from a logistic regression model, it is also almost nonsensical to use this model to study interaction on an additive scale.

So why does the sample PhD question look “reasonable”?

Because E was a special case of a binary variable. In that case, there is only one kind of 1-unit increment: from “0” to “1”.  So we don’t run into the problem I showed above.

To sum up:  In general, we should not fit a multiplicative regression model and then use it to study interaction on an additive scale, because that model doesn’t measure the main effect in a reasonable way.

