






















Optimization with Constraints

We can now add second-order conditions to our first-order conditions for a local maximum or

minimum of a function, subject to constraints that are equations.

Theorem: Assume that f : Rn → R and Gi : Rn → R (i = 1, . . . ,m) are C2-functions; let x ∈ Rn

be a point at which ∇f(x) 6= 0, and assume that

Gi(x) = ci (i = 1, . . . ,m) and ∇f(x) = λ1∇G1(x) + · · ·+ λm∇Gm(x)

for some nonzero Lagrange multipliers λ1, . . . , λm — i.e., the first-order conditions for a con-

strained extremum of f are satisfied at x. Then the second-order conditions necessary or sufficient

for x ∈ Rn to be a local maximum or a local minimum point of f , subject to the constraints

Gi(x) = ci (i = 1, . . . ,m), are the corresponding conditions for the quadratic form ∆xH(x)∆x

to be negative or positive definite or semidefinite subject to the homogeneous linear constraints

∇Gi(x)∆x = 0 (i = 1, . . . ,m):

For x to be a local maximum point of f subject to the constraints:

Sufficient: ∆xH(x)∆x is negative definite subject to ∇Gi∆x = 0 (i = 1, . . . ,m)

Necessary: ∆xH(x)∆x is negative semidefinite subject to ∇Gi∆x = 0 (i = 1, . . . ,m)

For x to be a local minimum point of f subject to the constraints:

Sufficient: ∆xH(x)∆x is positive definite subject to ∇Gi∆x = 0 (i = 1, . . . ,m)

Necessary: ∆xH(x)∆x is positive semidefinite subject to ∇Gi∆x = 0 (i = 1, . . . ,m),

where H(x) is the Hessian matrix D2f evaluated at x and where each ∇Gi is evaluated at x.

In other words, in the bordered symmetric matrices Br in the Quadratic Forms Theorems

we replace each aij with
∂2f

∂xi∂xj
(x) and each bij with

∂Gi

∂xj
(x),

and then the conditions on the determinants
∣∣Br

∣∣ for the quadratic form to be negative or positive

definite or semidefinite subject to constraints become the conditions for x to be a maximum or

minimum point of f subject to constraints.


