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Observe many problems causeol bg nutrias

Track them

understand thelr habitat

Build models to predict their behavior, population, and potential
damage

Develop strategies to control them and protect owr property
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-SSONS LEARNT

wetght constraint

the weight of the sensor must be under 5% of the weltght of the
animal to avoid hindering its movement or welfare

The lowest weight of active device is bounded by

bat:terg: to power the device

casing: must be heavy-duty for the protection of power source
and powered electronic cireutts under harsh environments

g0% of the nutria cannot carry any active devices

Similar problems for tnvestigating most small animals

frog migration, penguins habitat tracking, ...
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BLE SOLUTIONS

Passive RFID Tags

So———-




PASSIV

Nice properties

No bat’cerg

No need for casing

very thin and Light (less than 1 gram)

Low cost

Durable: survivable under very harsh environments
(underwater, underground tunnels, and extreme temperatures)




PEDSH] SOLUTIONS

Passive RFID Tags on Nutria
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IR: Isolated Reader
GqR: Gateway Reader




UNIQUE CHALI

1. Intermittent oowwea’ci\/i‘%:

The cowwecti\/itg of FINDERS Ls very low and Lntermalttent,
forming a sparse network where a tag is connected to a reaoler
only occasiowaLLg.

A spectal DTN with unigue communication and storage
constraints.

. Intermuittent compu’catiow:

The computation at the tag Ls also intermittent. It is avatlable
only whewn the tag s powered up by a nearby reader.

Sueh contlinmous fuwotlows necessary to ma Wy pro’cocoLs as
counters and timers canwnot be meLechceol hevre.
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UNIQUE CHALLENGES

. Critieal network resource:

the buffer space of the tags (the wmain vehicle for data
transportation) is so limited that it may becowe the critical
network resource and communteation bottleneck

. Nodal heterogeneity:

a veader is a static and powerful device, with large storage, high
computing power, and long-lasting battery power

the tag can be mobile and has extremely Limited resource

5. Asy MUMWLELYLE COMUMLULALCAtLON:

The communication can be established between a tag and a
reader only, but not tags to tags or readers to readers
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UNIQU PPORTUNITI

1. pelay toLembLLL‘caz

Data delivery delay tn FINDERS is potentially high,

However, such delay, though not desirable, Ls usually tolerable
by the applications which aim at pervasive information
gathering from a statistical perspective

2. Fault tolera bLLLtg:

R&duwdavwg may extst during data acquisition anol Oleli\/erg.

Thus, a data packet ma Y be Lost without degrading
information gathering performance.
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S FINDERS F

General feasibility study
to estimate the network
capaci’qd

No data loss at tag if
phystcal failure Lgnored

T o model the reader

G/G/1 quene

Service rate

Avrrival rate

Network capaaitg
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Multiple Rbps throughput
can be achieved Lwn a tgpicaL
FINDERS
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PRELIMINARY OBSERVATIONS

Little earlier studies have ever been conducted on information
networks composed of RFID gears with sporadic communication
between moving tags and nearby readers.

Sensor network solutions are not alirectl,g appticabLe.

End-to-end communications, which are the basis of
mainstream sensor network technologies

DTN techwnologies are wot applicable either

The fundamental 'Priwoipl,e of DTN: ample buffering Ls
ewploy ed wnder the Lntermittent cowwec’ci\/i’cg to alleviate
the needs of tmmediate transmission

Asymmetric communication paradigm, the intermittent
computation capability and the extremely small buffer size
of a passive tag
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=S (1

Routing metrics

Awn tndicator of the available vesource of a given path or Link.

Hop count and dela Y used Ln conventlonal networks.

These metrics, however, do not reflect the unique network
resource of FINDERS, and thus may Lead to poor network
performance or even failure if used for routing.

n this research, we investigate effective routing metrics baseol
on meeting probabilities between tags and readers, and devise
mechanism that consumes tnsignificant storage space for
maintaining and updating such metrics.
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“FFECTIVE DELIVERY CAPABILITY
(EDC)

FINDERS Ls an opportunistic network, where the communtieation
links exist with certain probabilities

EDC Lndicates the Likelthood that a wode cawn deliver data
messagies to the GR's.

initial value: o for tags and IR’s; 1 for GR’s

l/q:date (EWMA): whewn two nodes meet
4

Constant employed to EDC of Node i EDC of the

keep partial memory of before it is updated other node
historic status

\_




CY ISSUES (2)

Dupticatiow control: a sgs’cem-wide optimizatiow problem

In DTN networks, replication is necessary during data
delivery for achieving a givew success ratio.

Increases overhead, and worse Yet, excessive replication may
degrade the delivery ratio due to frequent buffer overflow.

RUeUe m.a wagemew’c:

Limited communication resource and relatively high
Loading factor

Differentiate the packets in the queue by a simple and
efficient parameter which signifies their timportance and
determines which packet to transmit or drop.
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MESSAGE FAULT TOLERANC
DEGREE (FTD)

For duplication control and gqueue management

Fault tolerance: the probability that at least one copy of the
message Ls delivered to GR's by other nodes in the network.

nitial value: © for a wew message

Uupdate: when a message Ls transmitted

(

FM =1- (1= [FM)(1-&)

Old fault
tolerance
degree
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The queue management scheme Ls based on message fault
tolerance
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HEAD
(transmitted

first)

TAIL
(dropped first)

FTD=0.85

—_——m—— —

Increase on message FTD

If the queue ts full

Message dropping happens Ln two situations:

Lf the FTD of a message s higher thaw a threshold




PROTOCOL OV

Whew a reader detects a tag:

Step 1: Data Generation and Retrieval.

Step 2: Update of EDC for both reader and the tags

Step =3: Data Rueulng. The reader tnserts the data tnto its
gqueue, which s sorted according to FTD.

Step 4: Recelver ldentification. One or multiple nearby tags
will be toentified for data transportation.

Step 5: pata Duplication (tncluding the update of their FTD's).

Step &: Data Transmission. Data are written tinto selected tags.
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RF

Alien passive Classigenz
RFID tags (ALN-9540)

.15 X 94.82 X 0.05 mm

Less thaw one gram

14 b Yytes

ALR-9900 readers

e4 MB RAM

&4 MB flash memory

4 antennae and 50

chanwnels
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SUMMARY

Motivation: Welght Constraint

v

Solution: Passive RFID Tags
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Challenges: Limited Resource

v

Contribution: Protocol Development
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“uture Work: E)q:crimewts and eEnhancement
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