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INTRODUCTION

• Background
• Boundary is a key attribute 

that characterizes a sensor 
network for geographic 
exploration and monitoring 
tasks

• 3D sensor network has 
attracted increasing 
interests recently, e.g. 
underwater exploration and 
atmospheric monitoring
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INTRODUCTION

• Related work

• 2D boundary detection algorithms can’t be 
applied in 3D wireless sensor networks

• In 3D WSN:

• Geometry-based approaches (Fit-ball, UNFOLD)

• Topology-based schemes (CABET)
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INTRODUCTION
• Motivation:

• Require connection only and robust with node 
density

Topology
(non-uniform) Boundary nodes by CABET
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COCONUT ALGORITHM

• Coarse Boundary Surface Construction
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COCONUT ALGORITHM

• Surface Sealing and Internal Hollowing
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COCONUT ALGORITHM

• Boundary Refinement
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COCONUT ALGORITHM

• Coarse Boundary Surface Construction

• Voronoi cell construction

• Tetrahedron construction

• Triangular surface construction

• Surface Sealing and Internal Hollowing

• Boundary Refinement
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COCONUT ALGORITHM
• Coarse Boundary Surface Construction

• Voronoi cell construction

• Random select landmarks, but every two of 
them are at least K hops away (k = 6~8)

• Every other nodes will be associated with the 
closest landmark to it

• Every landmark and its associated nodes form 
a voronoi cell
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COCONUT ALGORITHM
• Coarse Boundary Surface Construction

• Voronoi cell construction

• Tetrahedron construction

• If there is a shortest path between two 
landmarks and all the nodes on the path are 
belong to these two landmarks, these two 
landmarks are connected
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COCONUT ALGORITHM
• Coarse Boundary Surface Construction

• Voronoi cell construction

• Tetrahedron construction 

• Triangular surface construction

• Surface triangle is shared by one tetrahedron

• Inner triangle is shared by two tetrahedra

• Landmarks are divided into two kinds: inner and 
surface landmarks
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COCONUT ALGORITHM

• Coarse Boundary Surface Construction

• Surface Sealing and Internal Hollowing

• Surface Sealing

• Internal Hollowing

• Boundary Refinement
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COCONUT ALGORITHM

• Surface Sealing and Internal Hollowing

• Surface sealing: differentiate the inner nodes 
and outer nodes by surface 

• How can we build a skeleton of surface?
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COCONUT ALGORITHM
• Surface Sealing and Internal Hollowing

• Build shortest paths between two nodes on edges of surface 
triangle, Γ (p, q)

• There are multiple shortest paths between given two nodes    
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(a) Boundary triangular face. (b) Surface by all shortest paths.
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(e) The skeleton layer.

Fig. 4. Construction of sealed boundary surfaces.

any line drawn in any direction. Therefore, the I-node is not
a boundary node.
The hollowing process hollows out the internal nodes and

yields a set of boundary node candidates defined below.
Definition 8: O-nodes and S-nodes create a set of boundary

node candidates.
The boundary node candidates obtained so far often form

a thick layer (as shown in Fig. 3(e)) that includes many non-
boundary nodes, i.e., false-positives. To this end, a series of
refinement are discussed below to produce a thin layer of
boundary nodes with low missing and false-positive rates.

C. Boundary Refinement

The strategies for boundary surface refinement follow two
streams of thought, i.e., to expand the sealed coarse boundary
surfaces such that they become as close to the true boundary
surfaces as possible, and to thin the sealed boundary surfaces.
The former can decrease both missing rate and false-positive
rate, while the latter effectively slashes false-positives.
1) Boundary Landmark Expansion: Since the radius of

Voronoi cells (introduced in Sec. II-A) is k hops, landmarks
can be up to k-hop away from real boundary where k ranges
from 4 to 8 in our implementation. Therefore, many true
boundary nodes are not included in the sealed coarse boundary
surfaces, and at the same time, most nodes in the sealed coarse
boundary surfaces are in fact false-positives. To this end, a
local iterative process is proposed to push boundary landmarks
outward. More specifically, if there exist one or multiple O-
nodes in a cell, the O-node closest to the current landmark is
chosen to serve as the new landmark of the cell. The boundary
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(a) Boundary landmark expansion.
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(b) Boundary face splitting.

Fig. 5. Boundary surface expansion.

surfaces are updated (i.e., expanded) accordingly based on the
new boundary landmarks. Fig. 5(a) illustrates an example of
boundary landmark expansion, where Landmarks A is replaced
by O-node A′. An effective expansion should include previous
O-nodes into the boundary surfaces and reduce the number of
remaining O-nodes. Clearly, only a boundary landmark could
find O-nodes in its cell. The process repeats until no more
effective expansion is possible. Boundary landmark expansion
effectively dilates the boundary surface as exemplified in
Fig. 3(f).
2) Boundary Face Splitting: After boundary landmark ex-

pansion, the boundary landmarks are now near to true bound-
aries. However, since the edges of boundary triangular faces
are long (between k to 2k-hops), the triangular boundary sur-
faces are often not kept perfectly close to the true boundaries
(see boundary face "ABC in Fig. 5(b) for example). This
problem motivates us to split a triangular boundary face into
smaller faces to approach the true boundary. More specifically,
if there exists an O-node that has equal hop distance (or
differed by one) to three landmarks of a triangular boundary
face, the boundary face is replaced by three new (and smaller)
triangular faces formed by the O-node and the three landmarks.
For example, assume Node D (shown in Fig. 5(b)) is such
an O-node. "ABC is thus replaced by "ACD, "ABD and
"BCD, which are better fit to the true boundary. Fig. 3(g)
illustrates the result after boundary face splitting.
3) Boundary Surface Thinning: The boundary landmark ex-

pansion and boundary face splitting can effectively expand the
boundary surfaces outward, approaching as close as possible
to the true boundaries. However, the boundary node candidates
(with the majority of S-nodes and a small number of O-
nodes if there are any remaining) still form a relatively thick
layer. Note that the S-nodes alone include Γ-nodes and their
1-hop neighbors (in both inward and outward directions) as
described in Definition 7, resulting in 2-hops of nodes likely
false-positives. To this end, each I-node that has a S-node or
O-node in its one-hop neighborhood broadcasts a hollowing
request in two hops to mark the inmost two-hop boundary
node candidates as I-nodes, yielding a much thinner layer of
boundary nodes as illustrated in Fig. 3(h).
4) Fine-Grained Triangulation on Boundary Surfaces: As

to be discussed in Sec. III, the proposed algorithm can identify
virtually all boundary nodes, with extremely low missing rate.
At the same time, although false-positives are inevitable since
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COCONUT ALGORITHM

• Surface Sealing and Internal Hollowing

• How to choose the right shortest path?

• Start from Γ (B,C), make sure nodes in 
Γ (p0, q0) are the 1-hop neighbor of Γ (B,C)

Random selection 1-hop neighbor selection
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Fig. 4. Construction of sealed boundary surfaces.

any line drawn in any direction. Therefore, the I-node is not
a boundary node.
The hollowing process hollows out the internal nodes and

yields a set of boundary node candidates defined below.
Definition 8: O-nodes and S-nodes create a set of boundary

node candidates.
The boundary node candidates obtained so far often form

a thick layer (as shown in Fig. 3(e)) that includes many non-
boundary nodes, i.e., false-positives. To this end, a series of
refinement are discussed below to produce a thin layer of
boundary nodes with low missing and false-positive rates.

C. Boundary Refinement

The strategies for boundary surface refinement follow two
streams of thought, i.e., to expand the sealed coarse boundary
surfaces such that they become as close to the true boundary
surfaces as possible, and to thin the sealed boundary surfaces.
The former can decrease both missing rate and false-positive
rate, while the latter effectively slashes false-positives.
1) Boundary Landmark Expansion: Since the radius of

Voronoi cells (introduced in Sec. II-A) is k hops, landmarks
can be up to k-hop away from real boundary where k ranges
from 4 to 8 in our implementation. Therefore, many true
boundary nodes are not included in the sealed coarse boundary
surfaces, and at the same time, most nodes in the sealed coarse
boundary surfaces are in fact false-positives. To this end, a
local iterative process is proposed to push boundary landmarks
outward. More specifically, if there exist one or multiple O-
nodes in a cell, the O-node closest to the current landmark is
chosen to serve as the new landmark of the cell. The boundary

A’

A

(a) Boundary landmark expansion.

A

B

C

D

(b) Boundary face splitting.

Fig. 5. Boundary surface expansion.

surfaces are updated (i.e., expanded) accordingly based on the
new boundary landmarks. Fig. 5(a) illustrates an example of
boundary landmark expansion, where Landmarks A is replaced
by O-node A′. An effective expansion should include previous
O-nodes into the boundary surfaces and reduce the number of
remaining O-nodes. Clearly, only a boundary landmark could
find O-nodes in its cell. The process repeats until no more
effective expansion is possible. Boundary landmark expansion
effectively dilates the boundary surface as exemplified in
Fig. 3(f).
2) Boundary Face Splitting: After boundary landmark ex-

pansion, the boundary landmarks are now near to true bound-
aries. However, since the edges of boundary triangular faces
are long (between k to 2k-hops), the triangular boundary sur-
faces are often not kept perfectly close to the true boundaries
(see boundary face "ABC in Fig. 5(b) for example). This
problem motivates us to split a triangular boundary face into
smaller faces to approach the true boundary. More specifically,
if there exists an O-node that has equal hop distance (or
differed by one) to three landmarks of a triangular boundary
face, the boundary face is replaced by three new (and smaller)
triangular faces formed by the O-node and the three landmarks.
For example, assume Node D (shown in Fig. 5(b)) is such
an O-node. "ABC is thus replaced by "ACD, "ABD and
"BCD, which are better fit to the true boundary. Fig. 3(g)
illustrates the result after boundary face splitting.
3) Boundary Surface Thinning: The boundary landmark ex-

pansion and boundary face splitting can effectively expand the
boundary surfaces outward, approaching as close as possible
to the true boundaries. However, the boundary node candidates
(with the majority of S-nodes and a small number of O-
nodes if there are any remaining) still form a relatively thick
layer. Note that the S-nodes alone include Γ-nodes and their
1-hop neighbors (in both inward and outward directions) as
described in Definition 7, resulting in 2-hops of nodes likely
false-positives. To this end, each I-node that has a S-node or
O-node in its one-hop neighborhood broadcasts a hollowing
request in two hops to mark the inmost two-hop boundary
node candidates as I-nodes, yielding a much thinner layer of
boundary nodes as illustrated in Fig. 3(h).
4) Fine-Grained Triangulation on Boundary Surfaces: As

to be discussed in Sec. III, the proposed algorithm can identify
virtually all boundary nodes, with extremely low missing rate.
At the same time, although false-positives are inevitable since
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COCONUT ALGORITHM

• Surface Sealing and Internal Hollowing

• All the shortest paths (Γ-nodes) are not 
enough

• The Γ-nodes and their one-hop neighbors 
form the sealed boundary face (S-nodes).
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any line drawn in any direction. Therefore, the I-node is not
a boundary node.
The hollowing process hollows out the internal nodes and

yields a set of boundary node candidates defined below.
Definition 8: O-nodes and S-nodes create a set of boundary

node candidates.
The boundary node candidates obtained so far often form

a thick layer (as shown in Fig. 3(e)) that includes many non-
boundary nodes, i.e., false-positives. To this end, a series of
refinement are discussed below to produce a thin layer of
boundary nodes with low missing and false-positive rates.

C. Boundary Refinement

The strategies for boundary surface refinement follow two
streams of thought, i.e., to expand the sealed coarse boundary
surfaces such that they become as close to the true boundary
surfaces as possible, and to thin the sealed boundary surfaces.
The former can decrease both missing rate and false-positive
rate, while the latter effectively slashes false-positives.
1) Boundary Landmark Expansion: Since the radius of

Voronoi cells (introduced in Sec. II-A) is k hops, landmarks
can be up to k-hop away from real boundary where k ranges
from 4 to 8 in our implementation. Therefore, many true
boundary nodes are not included in the sealed coarse boundary
surfaces, and at the same time, most nodes in the sealed coarse
boundary surfaces are in fact false-positives. To this end, a
local iterative process is proposed to push boundary landmarks
outward. More specifically, if there exist one or multiple O-
nodes in a cell, the O-node closest to the current landmark is
chosen to serve as the new landmark of the cell. The boundary
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surfaces are updated (i.e., expanded) accordingly based on the
new boundary landmarks. Fig. 5(a) illustrates an example of
boundary landmark expansion, where Landmarks A is replaced
by O-node A′. An effective expansion should include previous
O-nodes into the boundary surfaces and reduce the number of
remaining O-nodes. Clearly, only a boundary landmark could
find O-nodes in its cell. The process repeats until no more
effective expansion is possible. Boundary landmark expansion
effectively dilates the boundary surface as exemplified in
Fig. 3(f).
2) Boundary Face Splitting: After boundary landmark ex-

pansion, the boundary landmarks are now near to true bound-
aries. However, since the edges of boundary triangular faces
are long (between k to 2k-hops), the triangular boundary sur-
faces are often not kept perfectly close to the true boundaries
(see boundary face "ABC in Fig. 5(b) for example). This
problem motivates us to split a triangular boundary face into
smaller faces to approach the true boundary. More specifically,
if there exists an O-node that has equal hop distance (or
differed by one) to three landmarks of a triangular boundary
face, the boundary face is replaced by three new (and smaller)
triangular faces formed by the O-node and the three landmarks.
For example, assume Node D (shown in Fig. 5(b)) is such
an O-node. "ABC is thus replaced by "ACD, "ABD and
"BCD, which are better fit to the true boundary. Fig. 3(g)
illustrates the result after boundary face splitting.
3) Boundary Surface Thinning: The boundary landmark ex-

pansion and boundary face splitting can effectively expand the
boundary surfaces outward, approaching as close as possible
to the true boundaries. However, the boundary node candidates
(with the majority of S-nodes and a small number of O-
nodes if there are any remaining) still form a relatively thick
layer. Note that the S-nodes alone include Γ-nodes and their
1-hop neighbors (in both inward and outward directions) as
described in Definition 7, resulting in 2-hops of nodes likely
false-positives. To this end, each I-node that has a S-node or
O-node in its one-hop neighborhood broadcasts a hollowing
request in two hops to mark the inmost two-hop boundary
node candidates as I-nodes, yielding a much thinner layer of
boundary nodes as illustrated in Fig. 3(h).
4) Fine-Grained Triangulation on Boundary Surfaces: As

to be discussed in Sec. III, the proposed algorithm can identify
virtually all boundary nodes, with extremely low missing rate.
At the same time, although false-positives are inevitable since
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COCONUT ALGORITHM
• Surface Sealing and Internal Hollowing

• After Surface Sealing, sensor nodes will be grouped 
into three types: internal nodes (or I-nodes), surface 
nodes (or S-nodes), and outside nodes(or O-nodes)

• I-nodes are not boundary nodes that can be removed

red: I-nodes; blue: S-nodes; Aqua: O-nodes 
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COCONUT ALGORITHM

• Coarse Boundary Surface Construction

• Surface Sealing and Internal Hollowing

• Boundary Refinement

• Boundary Landmark Expansion

• Boundary Face Splitting

• Boundary Surface Thinning

• Algorithm Complexity
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COCONUT ALGORITHM
• Boundary Refinement

• Boundary Landmark Expansion: push boundary 
landmark to the surface of network

•  A’ and A are in the same cell and A’ is a O-nodes

red: I-nodes; blue: S-nodes; Aqua: O-nodes 
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COCONUT ALGORITHM
• Boundary Refinement

• Boundary Face Splitting: push boundary faces to the surface of 
the network

• If there exists an O-node D that has equal hop distance (or differed 
by one) to three landmarks A, B, C of a triangular boundary face, 
△ABC is thus replaced by △ACD, △ABD and △BCD

red: I-nodes; blue: S-nodes; Aqua: O-nodes 
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COCONUT ALGORITHM
• Boundary Refinement

• After Landmark Expansion and Boundary Face 
Splitting, there are only few or no O-nodes left

• Boundary Surface Thinning: remove the extra nodes 
in the boundary surface nodes (S-nodes+O-nodes) 
with at most two-hop thickness

red: I-nodes; blue: S-nodes; Aqua: O-nodes 
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COCONUT ALGORITHM
• Computational and Communication Complexity

Computational Communication

Surface Construction O(n) O(n)
Surface Sealing &

 Internal Hollowing O(m2) O(m2)

Boundary Surface Thinning O(k2) O(k2)
k≪ m ≪ n  

k:# of landmark nodes;  m: # of Γ- nodes of one face;  n: # of nodes in the network

k≪ m ≪ n  
k:# of landmark nodes;  m: # of Γ- nodes of one face;  n: # of nodes in the network

k≪ m ≪ n  
k:# of landmark nodes;  m: # of Γ- nodes of one face;  n: # of nodes in the network

The over all computational complexity and 
communication cost is dominant by O(n)
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SIMULATION

• Lake Model:

• Cloud Model with a hole:
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SIMULATION
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real boundary nodes. Therefore the boundary nodes identified
by the Coconut algorithm effectively depict the shape of
network boundary, based on which the triangular surfaces can
be well constructed.

TABLE II
BOUNDARY DETECTION RESULTS.

Model Correct Missing Mistaken
Model 1 99.9% 0.1% 47.9%

Model 2 99.9% 0.1% 147.1%

Model 3 98.1% 1.9% 174.9%

Model 4 97.0% 3.0% 54.1%
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100%

0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-∞

1-hop 2-hop

Distance to the nearest correct boundary node (× 0.25R)

Culmulative

(a) Missing node distribution.
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1-hop 2-hop

Distance to the nearest real boundary node (× 0.25R)

Culmulative

(b) Mistaken node distribution

Fig. 10. Distribution of missing and mistaken boundary nodes.

IV. CONCLUSION
We have proposed a distributed boundary detection algo-

rithm, dubbed Coconut, for 3D wireless sensor networks. Its
basic idea is to construct a tetrahedral structure to delineate
the approximate geometry of the 3D sensor network, which
consequently yields a set of “sealed” triangular boundary sur-
faces for separating non-boundary nodes and boundary node
candidates. While the former are hollowed out immediately,
the latter are further refined to identify the final boundary
nodes and fine-grained boundary surfaces. We have proven
the correctness of the algorithm and quantitatively demon-
strated its effectiveness via simulations under various network
models. The proposed Coconut algorithm is a connectivity-
based approach, with no need for localization or distance
measurement. It has not constraint on communication models
and only assumes a constant maximum transmission range,
which is generally known in practical wireless sensor net-
works. Moreover, it can effectively identify boundaries in
both uniformly and non-uniformly distributed sensor networks,
exhibiting excellent robustness to sensor distribution.
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real boundary nodes. Therefore the boundary nodes identified
by the Coconut algorithm effectively depict the shape of
network boundary, based on which the triangular surfaces can
be well constructed.

TABLE II
BOUNDARY DETECTION RESULTS.

Model Correct Missing Mistaken
Model 1 99.9% 0.1% 47.9%

Model 2 99.9% 0.1% 147.1%

Model 3 98.1% 1.9% 174.9%

Model 4 97.0% 3.0% 54.1%

20%

40%

60%

80%

100%

0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-∞

1-hop 2-hop

Distance to the nearest correct boundary node (× 0.25R)

Culmulative

(a) Missing node distribution.

20%

40%

60%

80%

100%

0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-∞

1-hop 2-hop

Distance to the nearest real boundary node (× 0.25R)

Culmulative

(b) Mistaken node distribution

Fig. 10. Distribution of missing and mistaken boundary nodes.

IV. CONCLUSION
We have proposed a distributed boundary detection algo-

rithm, dubbed Coconut, for 3D wireless sensor networks. Its
basic idea is to construct a tetrahedral structure to delineate
the approximate geometry of the 3D sensor network, which
consequently yields a set of “sealed” triangular boundary sur-
faces for separating non-boundary nodes and boundary node
candidates. While the former are hollowed out immediately,
the latter are further refined to identify the final boundary
nodes and fine-grained boundary surfaces. We have proven
the correctness of the algorithm and quantitatively demon-
strated its effectiveness via simulations under various network
models. The proposed Coconut algorithm is a connectivity-
based approach, with no need for localization or distance
measurement. It has not constraint on communication models
and only assumes a constant maximum transmission range,
which is generally known in practical wireless sensor net-
works. Moreover, it can effectively identify boundaries in
both uniformly and non-uniformly distributed sensor networks,
exhibiting excellent robustness to sensor distribution.
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