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Abstract—This work addresses the problem of how to enable efficient data query in a Mobile Ad-hoc SOcial Network (MASON),

formed by mobile users who share similar interests and connect with one another by exploiting Bluetooth and/or WiFi connections. The

data query in MASONs faces several unique challenges including opportunistic link connectivity, autonomous computing and storage,

and unknown or inaccurate data providers. Our goal is to determine an optimal transmission strategy that supports the desired query

rate within a delay budget and at the same time minimizes the total communication cost. To this end, we propose a centralized optimi-

zation model that offers useful theoretic insights and develop a distributed data query protocol for practical applications. To demon-

strate the feasibility and efficiency of the proposed scheme and to gain useful empirical insights, we carry out a testbed experiment by

using 25 off-the-shelf Dell Streak tablets for a period of 15 days. Moreover, extensive simulations are carried out to learn the perfor-

mance trend under various network settings, which are not practical to build and evaluate in laboratories.

Index Terms—Data query, mobile ad hoc social networks, centralized optimization model, distributed protocol, testbed experiment,

simulations
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1 INTRODUCTION

SOCIAL networking is among the fastest growing informa-
tion technologies, as evidenced by the popularity of

such online social network sites as Facebook, Twitter, Linke-
dIn and Google+ that continue to experience explosive
growth.

In contrast to the popular web-based online social net-
works that rely on the Internet infrastructure (including cel-
lular systems) for communication, this paper focuses on
Mobile Ad-hoc SOcial Network (MASON), an autonomous
social network formed by mobile users who share similar
interests and connect with one another by exploiting the
Bluetooth and/or WiFi connections of their mobile phones
or portable tablets. A MASON is often created for a local
community where the participants have frequent interac-
tions, e.g., people living in an urban neighborhood, students
studying in a college, or tourists visiting an archaeological
site. Its size varies from a large group (for instance, all the
students in a university) to a small cluster (such as members
of a school band). It may serve a community over a long
span of years, or be temporary to last for as short as a few
hours only (e.g., for social networking among a group of
tourists).

1.1 System Overview

An individual MASON is incomparable with online social
networks in terms of the population of participants, the

number of social connections and the amount of social
media. However MASONs gain significant value by serving
as a supplement and augment to online social networks and
by effectively supporting local community-based ad-hoc
social networking. For example, it helps discover and
update social links that are not captured by online social
networks and allows a user to query localized data such as
local knowledge, contacts and expertise, surrounding news
and photos, or other information that people usually cannot
or do not bother to report to online websites but may tempo-
rarily keep on their portable devices or generate upon a
request.

This work addresses the problem of how to enable effi-
cient data query in MASONs. Consider a MASON with N
nodes. Each node can be a query issuer or a data provider,
or more commonly act in both roles for different query
requests. The queries fall into C categories. Each node has
certain expertise to answer a query. Let E denote the exper-
tise matrix, where Ec

i indicates the expertise of Node i to
answer a query in Category c, i.e., the probability that Node
i can provide a satisfactory answer to a query in Category c.
A query is created by a query issuer. It is delivered by the
network toward the nodes that can successfully provide an
answer (i.e., data providers). If a data provider receives the
query, it sends the query reply to the query issuer.

Our goal is to determine an optimal transmission strat-
egy that supports the desired query rate and at the same
time minimizes the total communication cost. The formal
problem formulation will be given in Section 2.1.

1.2 Unique Challenges

The use of free, short-range radio is highly desired for a
diversity of MASON applications. At the same time,
however, it results in a distinctive communication para-
digm characterized by intermittent link connectivity and
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autonomous computing and storage. More specifically,
the data query in MASONs faces the following unique
challenges.

(1) Opportunistic link connectivity. The connectivity of
MASONs is very low and intermittent, forming a sparse
network where a node is connected to other nodes only
occasionally. This is in a sharp contrast to online social net-
works, where users always have reliable Internet connec-
tions. The data delivery delay in MASONs is potentially
long, due to the loose connectivity among nodes. Fortu-
nately, such delay, thought not desirable, is usually tolera-
ble by many data query applications in MASONs that are
often delay insensitive.

(2) Autonomous computing and storage. Central servers are
employed to store and process user data in online social net-
works. Such servers are, however, no longer available in
MASONs, where individual portable devices must perform
distributed data storage and computation. It is well known
that portable devices have limited computing, storage and
energy capacity. Nevertheless, such constraints are particu-
larly disadvantageous to MASONs, because a node must
process data in a distributed manner and store them locally
for a much longer time before sending them to another
node, due to intermittent connectivity.

(3) Unknown or inaccurate expertise. When a node issues a
query, it is often unaware of the nodes that have sufficient
expertise to answer the query, since the cost is prohibitively
high to construct a structure to index data and data pro-
viders like P2P networks. It is obviously inefficient either to
frequently flood queries, which are expensive and often
considered spams. Worse yet, in practice, a mobile node
hardly knows its probability to answer queries in each cate-
gory precisely. It may initially claim its expertise based on
the mobile user’s social roles and available resources. But
such initially claimed expertise is often inaccurate.

The above characteristics make the data query in
MASONs a very unique, interesting, and challenging prob-
lem, rendering not only conventional data query schemes
for well-connected computer systems but also distributed
solutions for mobile ad hoc networks [1], [2], [3], [4], [5], [6]
and mobile (online) social networks [7] inapplicable here.
Only a handful of works have considered data query in
opportunistic network settings. For example, Osmosis [8]
employs an epidemic approach to perform file lookup in
pocket switched networks. While it is simple and reliable,
the communication overhead is very high due to the flood-
ing-like epidemic routing. DelQue [9] aims to query geo-
location-based information. It assumes each node moves
according to a given schedule and adopts a semi-Markov
model to predict nodal meeting events, in order to identify
a proper relay to carry the query to the target location and
bring the interested information back to the source. Yang
et al. [10] proposes a distributed database query framework
based on several communication and computing techniques
specifically tailored for RFID networks. Neither of them effi-
ciently support data queries in MASONs. On the other
hand, although several routing algorithms have been pro-
posed for opportunistic networks by exploiting social rela-
tions among mobile users to achieve efficient routing [11],
[12], [13], [14], [15], [16], they are developed for generic com-
munications, without consideration of the unique needs and

constraints in data query. Among them, Zhu et al. [16] is the
most recent one, where exploits a distributed community
partitioning algorithm to divide a DTN into smaller com-
munities. For intra-community communication, a utility
function convoluting social similarity and social centrality
with a decay factor is used to choose relay nodes. For inter-
community communication, the nodes moving frequently
across communities are chosen as relays to carry data to
destination efficiently. Although Zhu et al. [16] introduces a
solution for DTNs which leverages social properties and
mobility characteristics of users, it is not truly applicable for
the data query in MASONs, because it does not capture the
inherent features for the query delivery in MASONs, hence
the nodes are not helpful for each other by making the cor-
rect decisions to carry queries to satisfactory nodes.

1.3 Our Contribution

In this work, we first formulate the optimization problem
for the data query in MASONs. Then, we develop a state-
diagram-based analytic model to derive the communica-
tion overhead and query rate as the functions of transmis-
sion strategy. A branch and bound algorithm is adopted
to discover the optimal transmission strategy that mini-
mizes the total communication cost while achieving a tar-
get query rate.

The optimization model is centralized, thus unpractical
for real world implementation. However, it offers useful
insights for the development of a distributed data query pro-
tocol. The proposed protocol is based on two key techniques.
First, as motivated by the analysis, it employs “reachable
expertise” as the routing metric to guide the transmission of
query requests. Second, it exploits the redundancy in query
transmission, which can effectively improve the query deliv-
ery rate in practice if it is properly controlled.

To demonstrate the feasibility and efficiency of the pro-
posed data query protocol and to gain useful empirical
insights, we have carried out a testbed experiment using
off-the-shelf Dell Streak tablets. Our experiment involves 25
volunteers and lasts for 15 days. Moreover, extensive simu-
lations (based on codes extracted from our prototype imple-
mentation) are carried out to learn the performance trend
under various network settings, which are not practical to
build and evaluate in laboratories.

The remainder of this paper is organized as follows.
Section 2 introduces the proposed data query scheme,
including a theoretic optimization model and a practical
protocol. Section 3 presents a testbed experiment and
results. Section 4 discusses large-scale simulations under
real-world mobility traces and power-law mobility model.
Finally, Section 5 concludes the paper.

2 PROPOSED DATA QUERY SCHEME

While MASONs offer interesting opportunities to support
ad hoc data query, its capacity is unsurprisingly low com-
pared to many other data networks due to its extremely lim-
ited and nondeterministic communication opportunities. To
learn the essence of optimal query delivery and to under-
stand the performance upper bound, we first carry out a
preliminary analytic study of the data query in MASONs
before moving into the detailed protocol design and
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evaluation. Based on the insights gained from our analysis,
a distributed data query protocol is proposed, aiming to
enable highly efficient ad hoc query under practical
MASON settings.

2.1 Preliminary Analysis

In this section, we first formulate the problem, and then
introduce an analytic model to obtain an optimal solution,
followed by discussions on numeric results and insights for
developing a practical distributed data query protocol.

2.1.1 Assumptions and Problem Formulation

The communication in MASONs depends on nodal meeting
events. The time interval between two consecutive meeting
events between two nodes, e.g., Nodes i and j, is denoted
by a random variable Tij. We consider generic nodal mobil-
ity in this work without assuming any specific distribution
of Tij.

1 For analytic tractability, we make the following two
assumptions in data transmission.

Assumption 1. Given the intermittent network setting, we
assume that the communication capacity is ruled by nodal
meeting opportunities.

In other words, we assume the communication delay is
dominated by nodal meeting intervals. When two nodes
meet, the channel bandwidth is sufficient for them to
exchange data packets with negligible delay.

Assumption 2. Multiple copies of a query request may exist in
the network, but we assume a node receives and forwards the
same request only once.

For a query request, we define a binary transmission
matrix, X, where Xij ¼ 1 indicates that Node i sends the
request to Node j, if the former holds the request when it
meets the latter. If Xij ¼ 0, then Node i does not send the
request to Node j even if it carries the request upon meeting
Node j. Note thatXij andXji can be different.

The transmission of query reply follows standard one-
to-one routing with known source and destination. Its
expected transmission delay has been well studied [11],
[12], [13], [20], [21], [22], [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33], [34], [35], [36], [37]. Therefore
we focus on the delivery of query requests only in this
analysis (but a complete protocol is designed and imple-
mented as to be discussed in later sections). Our goal is
to determine the optimal X such that the total communi-
cation cost, defined as CðXÞ, is minimized, while at the
same time the probability to deliver the query to a data
provider within a given delay budget d (denoted as
P ðXÞ) reaches the desired threshold, b. More specifically,
the problem is formulated as follows:

Objective : minðCðXÞÞ;
S:t: : P ðXÞ � b:

(1)

Under the assumption of sufficient channel bandwidth,
different query requests do not contend for communication

resource and thus can be treated independently. To this
end, we next simply analyze the delivery of a single query
request to derive CðXÞ and P ðXÞ, and to optimizeX.

2.1.2 Analytic and Optimization Model

Our analysis is based on a state diagram. Each state is a vec-
tor with N elements, i.e., S ¼ ½s1; s2; . . . ; sN �, where si ¼ �1
signifies Node i has not received the query request, si ¼ 0
indicates Node i is carrying the query request but has never
transmitted it to another node, and si ¼ 1 means Node i has
received the query request and forwarded it once. Fig. 1
illustrates an example of the state diagram for a network
with four nodes. Since we focus on a single query in this
analysis, the category of the query (i.e., c) is not shown in
the diagram.

Without loss of generality, we let Node 1 be the query
issuer. Thus the initial state is S ¼ ½0;�1;�1; . . . ;�1� (see
Fig. 1). The state transits, as depicted by an arrow in the dia-
gram, when the query request is transmitted from one node
to another, e.g., from Node i to Node j. Such a state transi-
tion is denoted by Lij. Since we have assumed that a node
transmits and receives the same request only once, Lij is
possible only if si ¼ 0 and sj ¼ �1, i.e., Node i is carrying
the query request but has never transmitted it while Node j
has not received the query request. Note that this is the nec-
essary condition to enable a transmission, but Node i does
not have to transmit the query to Node j if such a transmis-
sion is deemed inefficient. As a matter of fact, it is the goal
of our analysis and optimization to determine the most effi-
cient transmissions.

The state diagram (including the states and transitions)
forms a tree structure. The initial state is the root of the tree.
As shown in Fig. 1, a state may appear multiple times due
to different transition paths to reach it. We treat such identi-
cal states separately (as if they are different states).

A state can be in three status, i.e., active, negatively termi-
nated, or positively terminated, as defined below.

Definition 1. An active state is a state that allows further
transitions.
The query request will be further transmitted under an

active state. An active state must have a 0 element, i.e.,
si ¼ 0, which is also called an active element.

Definition 2. Node i is an active element of an active state if
and only if si ¼ 0.

Fig. 1 depicts active states only. Each active state may
remain active or be terminated in two possible ways, result-
ing in a negatively terminated state or a positively termi-
nated state.

Fig. 1. The state diagram shows all possible transmissions of a query in
a network with four nodes. Without loss of generality, we let Node 1 be
the query issuer. Since we focus on a single query, the category of the
query (i.e., c) is not shown in the state diagram.

1. It is out the scope of this research to model user mobilities. The read-
ers are referred to the literatures [17], [18], [19] that have reported
extensive studies on mobility modeling.
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Definition 3. An active state becomes a positively terminated
state if the query request is answered by the active element.

Upon receiving a query request in Category c, Node i has
a probability of Ec

i to answer the query. If the query is
answered within its delay budget, it will no longer be for-
warded it to another node. This essentially terminates the
query process given the assumption that a node forwards
the same request only once. Otherwise, with a probability of
1� Ec

i , Node i may remain active and carry the request that
is ready to be transmitted to another node.

Definition 4. An active state becomes a negatively terminated
state if the query request is dropped by the active element.

A query request is dropped if its delay budget expires.
As a result, the state includes no active element and the
query process is terminated without a successful reply.

Fig. 1 depicts all possible transmissions of a query in a
network. Our goal is not to execute all such transmissions
which lead to high communication overhead, but instead to
perform selective transmissions to minimize the communi-
cation cost. To this end, we have introduced the transmis-
sion matrix,X, whereXij ¼ 1 signifies that Node iwill send
the request to Node j, when the former meets the latter with
si ¼ 0 and sj ¼ �1; or the transmission will not be per-
formed otherwise.

With X as the variable to be optimized, we now analyze
the probability to reach each state. Since the state diagram
forms a tree structure, there is a unique path from the root
(i.e., the initial state) to a given state S ¼ ½s1; s2; . . . ; sN �.
Once again, identical states may appear in the tree and they
are treated as separate states. Let LS denote the path from
the root to S, which consists of a sequence of transmissions

fLUS
1
US
2
; LUS

2
US
3
; . . . ; LUS

K�1U
S
K
g, where fUS

1 , US
2 ; . . .,U

S
Kg are

the set of nodes involved in the transmissions in sequence.
For example, the path from the root to State S14½1; 0; 1; 1�
includes such links as L13, L34, and L42. Each link introduces
a transmission delay. The total delay to reach the state is
PK�1

i¼1 TUS
i
US
iþ1

.

We are interested in positively terminated states. A state
S can be positively terminated if and only if the following
three conditions are satisfied. First, the transmission matrix
is configured such that XUS

i
US
iþ1
¼ 1, 81 � i � K � 1, form-

ing a valid path from the root to State S. Second, the total
delay to reach the state is no greater than the delay budget
d, i.e.,

PK�1
i¼1 TUS

i
US
iþ1
� d. Note that d can be very large under

practical settings. As a matter of fact, MASON users are
often not anxious to receive prompt query replies and thus
may tolerate long delay. In this case, the delay distributions
in the above formula can be reduced to simple probabilities
as to be discussed in the next section. Third, the last node
on the path (i.e., Node US

K) can answer the query while
others along the path (i.e., Nodes US

i , 81 � i � K � 1) can-
not. Therefore the probability that State S is positively ter-
minated is

PSðXÞ ¼
YK�1

i¼1
XUS

i
US
iþ1
� Ec

US
K

YK�1

i¼1

�
1�Ec

US
i

�

� Pr

(
XK�1

i¼1
TUS

i
US
iþ1
� d

)

:

(2)

Since the states are uncorrelated, the total probability to
reach a positively terminated state, i.e., the probability to
deliver the query request to a node that can answer the
query is P ðXÞ ¼P

S PSðXÞ. With proper manipulation, we
arrive at the following formula:

P ðXÞ ¼
XN�1

i¼1

XN

k1 6¼k0

XN

k2 6¼k0;k1
� � �

XN

ki 6¼k0;k2;...;ki�1

Yi�1

j¼0
Xkjkjþ1

� Ec
ki

Yi�1

j¼0

�
1� Ec

kjkjþ1
�� Pr

(
Xi�1

j¼0
Tkjkjþ1 � d

)

:

(3)

Note that, the total number of add operations in the above
equation equals the number of states, which we have found
to be NS ¼

PN�1
i¼1 Ai

N�1, where Ai
N�1 is the permutation of i

out ofN � 1 elements, i.e., Ai
N�1 ¼ i!=ðN � 1� iÞ!

The communication cost in a wireless network is often
proportional to the number of transmissions. The more the
transmissions, the higher the consumption of energy and
storage space. It is out the scope of this work to define the
best cost function. We simply let CðXÞ be the total number
of transmissions involved in the delivery of a query request.
Let DðSÞ denote the depth of State S in the tree. Obviously,
DðSÞ represents the number of transmissions (i.e., the cost)
needed to transit from the initial state to S. Note that, the
cost of DðSÞ is incurred as long as State S is reached, no
matter whether the query can be answered or not. Thus
CðXÞ is given below:

CðXÞ ¼
X

S

DðSÞPSðXÞ
Ec

US
K

: (4)

P ðXÞ and CðXÞ are obtained via Eqs. (3) and (4), and
then plugged into Eq. (1). A branch and bound algorithm
[38] is adopted here to discover the optimal transmission
matrix X, in order to minimize CðXÞ while ensuring
P ðXÞ � b.

2.1.3 Numeric Results and Insights

Fig. 2 shows the numeric results of the optimization model
based on Haggle trace [39] (to be detailed in Section 1). b is
set to be 0:5. Under very small d, many queries cannot be
delivered within the delay budget, resulting in low deliv-
ery rate. When d < 30, the delivery rate is in fact lower
than the expected threshold (i.e., b). By following the opti-
mization model, the nodes do not make unnecessary
attempts to transmit them, and accordingly the overhead is
low. With a longer delay budget, more queries can reach
the corresponding data providers and thus the delivery
rate naturally increases. At the same time, delay and over-
head increase too because more transmissions with longer
delay are aggressively attempted. However, when d is suffi-
ciently large, many options of routing paths become avail-
able (that all satisfy the delay budget), allowing the
optimization model to choose the one with the lowest over-
head (i.e., the one that involves the least transmissions).
This explains why overhead decreases under large d. Such
a choice often sacrifices delay, as long as it does not exceed
the allowed budget. Therefore, the average delay monoton-
ically increases with d.
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While the above optimization model can be implemented
by each individual node, it is intrinsically centralized
(requiring global information), and thus unpractical for real
world implementation. However, it offers useful insights
for the development of a distributed data query protocol. In
particular, the essence of the optimization is to first learn
the probabilities to deliver the query along different paths
to different nodes, and then decide the optimal paths by
striking the balance between cost and delivery probability.
This insight stimulates us to develop a distributed scheme
to learn “reachable expertise”, which can effectively guide
the transmission of a query to the node(s) with sufficient
expertise to answer it.

2.2 Protocol Design

In this section, we introduce a distributed protocol for the
data query in MASONs. It is based on two key techniques.
First, as motivated by our analytic and optimization model
discussed above, it employs “reachable expertise” as the
routing metric to guide the transmission of query requests.
Second, it exploits the redundancy in query transmission.
Redundancy is not considered in the analysis due to its
intractability, but can effectively improve the query delivery
rate in practice if it is properly controlled.

2.2.1 Routing Metric

The delivery of query depends on a routing metric, which is
updated routinely and maintained separately from the rout-
ing algorithm itself. We first introduce such a metric, i.e.,
reachable expertise, that guides query transmission.

As introduced in Section 2.1.2, each node has certain
expertise to answer a query. We let Ec

i denote the expertise
of Node i to answer a query in Category c. We have assumed
Ec

i is known in our analysis. In practice, however, it is non-
trivial to properly define the expertise, because a mobile
node hardly knows precisely its probability to answer
queries in each category. It may initially claim its expertise
based on the mobile user’s social roles (e.g., professions),
interests, and available resources. But such initially claimed
expertise is often inaccurate. Therefore, after initialization,
the expertise should be updated according to the feedbacks
from other nodes, especially the query issuers.

In this research, we adopt the exponentially weighted
moving average (EWMA) to maintain and update expertise.
More specifically, we have

Ec
i  ð1� mÞ�Ec

i

�þ mFc
i ; (5)

where 0 � m � 1 is a constant weight to keep partial mem-
ory of historic status, ½Ec

i � is the expertise before it is
updated, and Fc

i is the feedback score for queries that Node
i has answered in Category c. Various feedback rating
schemes can be adopted to determine Fc

i . In this research,
we employ a simple scheme, which supports quick conver-
gence as to be discussed in Section 3 and shown in Fig. 3h.

The expertise indicates the capability of a node to answer
queries, but itself is insufficient to guide query transmission.
For example, a node may have high expertise, but is not
reachable by the query issuer and thus becomes less helpful
to answer the query. To this end, we define k-hop reachable
expertise. As discussed earlier, the MASON users can often
tolerate long delay. Thus, the delay random variables in
Eq. (3), i.e., TUS

i
US
iþ1

, may be reduced to simple nodal contact

probabilities. Let pij denote the probability that Nodes i and
j meet. The maintenance and update of pij have been dis-
cussed extensively in DTN networks [20], [21], [24], [25].
The k-hop reachable expertise is calculated as follows:

Ec
i ðkÞ ¼ 1�

Y

j2F

�
1� pij � Ec

jðk� 1Þ�; (6)

where F is the set of nodes that Node i meets frequently.
Ec

i ðkÞ indicates the probability that Node i can deliver the
query within k hops to a node that can answer the query.
Clearly, Ec

i ð0Þ ¼ Ec
i and Ec

i ð1Þ ¼ 1�Q
j2Fð1� pij � Ec

jÞ.
Node i collects fEc

jðk� 1Þj8 j 2 F and 0 < k � Ng when-
ever it meets other nodes, and periodically makes an update
on Ec

i ðkÞ according to Eq. (6).
Based on the k-hop reachable expertise, we define the

aggregated reachable expertise,

AEc
i ¼ 1�

YN

k¼1

�
1� Ec

i ðkÞ
�
; (7)

which indicates the overall ability of Node i to help a query
in Category c to be answered. It serves as the routing metric
to guide query delivery as to be discussed next.

2.2.2 Routing with Dynamic Redundancy Control

Based on the routingmetric, i.e., reachable expertise, we now
introduce the routing algorithm. The delivery of a query is
guided by the aggregated reachable expertise, where the
query is generally forwarded from the node with a lower
aggregated reachable expertise to the node with a higher

Fig. 2. Numeric results of optimization.
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Fig. 3. Experimental results.
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one. In contrast to the conventional store-and-forward data
transmission where a single copy of data is transmitted
across the network, redundancy is often employed in oppor-
tunistic networks. While redundancy is not addressed in the
analysis due to its intractability, it is important in practice to
achieve the desired query delivery rate. Generally speaking,
the higher the redundancy, the higher probability the query
is answered successfully. However, redundancy must be
properly controlled as excessive redundancy may exhaust
network capacity and thus degrade the performance.

A naive approach is to create a fixed amount of redun-
dancy for each query. For example, a predetermined num-
ber of copies of the query can be created and distributed to
other nodes in the network. This approach, however, is
often inefficient, because the effectiveness of redundancy
depends on the nodes that receive, carry and forward the
query. In an extreme case, all redundant copies of the query
may be transmitted and carried by the nodes that have little
chance to meet the node(s) that can answer the query and
thus become ineffective. As a matter of fact, the effective-
ness of redundancy highly depends on the reachable exper-
tise of the nodes that carry the redundant copies. To this
end, we introduce a parameter to dynamically reflect the
“effective redundancy”.

More specifically, the proposed routing algorithm with
dynamic redundancy control is outlined below. Let Rq

i

denote the redundancy of Query q as observed by Node i.
The parameter is the estimated probability that at least one
copy of the query is answered by any other nodes in the net-
work. It is maintained and updated in a distributed way.
Assume Query q is in Category c. Rq

i is initialized to zero
when the query is created and subsequently updated dur-
ing its transmission. Since communication opportunity is
low, transmission is often between two nodes only. If more
than two nodes are within communication range, we
assume an underlying medium access control protocol that
randomly selects one node as the sender. Therefore we con-
sider a general scenario where Node i meets Node j in the
following discussions.

First, Nodes i and j exchange their k-hop reachable
expertise and update their aggregated reachable expertise
according to Eqs. (6) and (7).

Then, Node i fetches the query with the lowest redun-
dancy in its queue. The queue holds the queries that
Node i creates or receives from other nodes. It is sorted
according to the redundancy level such that the query
with the lowest redundancy (denoted as Query q in Cat-
egory c) is at the head of the queue. If Node j has a high
expertise for queries in Category c (i.e., Ec

j � a where a

is a predefined constant), it directly answers the query
by creating and sending a query reply to the query
issuer. Since the destination of the query reply (i.e., the
query issuer) is known, it can be delivered via any exist-
ing routing protocol for opportunistic networks [11],
[12], [13], [20], [21], [22], [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33], [34], [35], [40], [41], [42], [43].
We adopt the scheme proposed in [24] in our implemen-
tation. Note that the answer of Node j is not always sat-
isfactory. It has a probability of Ec

j to be satisfied by the
query issuer. Therefore, Node i removes the query from
its queue with a probability of Ec

j .

Otherwise, if Node j cannot answer the query directly
(i.e., Ec

j < a), Node i checks the redundancy of Query q. If
Rq

i � b where b is the desired query delivery probability, it
implies that high enough redundancy has been created for
the query. Thus no action will be taken. Node i simply
holds the query until it meets a node that can directly
answer the query or the query must be dropped due to
queue overflow. An overflow happens when a new query
is added into the queue which is already full. In this case,
the query with the highest redundancy (i.e., at the end of
the queue) is dropped.

If Rq
i < b, the query should be further propagated. But it

is transmitted to Node j only if AEc
i < AEc

j (i.e., the latter
has a better chance to deliver the query). This transmission
creates two copies of the query, each sharing partial respon-
sibility to get the answer. The redundancies for the two cop-
ies are assigned as follows:

Rq
j  1� �

1�Rq
i

��
1� Ec

i ð0Þ
�
; (8)

Rq
i  1� �

1�Rq
i

��
1� Ec

jð0Þ
�
: (9)

In both formulas, ð1�Rq
i Þ denotes the estimated probability

that none of other nodes (except Nodes i and j) can get the
answer for Query q, and ð1� Ec

i ð0ÞÞ and ð1� Ec
jð0ÞÞ give

the probability that Node i and Node j cannot directly
answer the query. Therefore the updated Rq

i (or Rq
j) indi-

cates the probability that at least one copy of the query can
be answered by other nodes except Node i (or Node j).

The transmission of Query q continues upon future com-
munication opportunities until, as discussed earlier, the
query is answered by a node or dropped due to queue over-
flow. Upon receiving the query reply, the query issuer eval-
uates it and constructs a feedback packet, which is
delivered to the node that answers the query, again, via an
existing routing protocol for opportunistic networks. The
latter then updates its expertise according to Eq. (5).

3 PROTOTYPE AND EXPERIMENT

To demonstrate the feasibility and efficiency of the pro-
posed data query protocol and to gain useful empirical
insights, we have carried out a testbed experiment using
off-the-shelf Dell Streak tablets. In this section, we first
introduce our testbed setup and then present experimental
results.

3.1 Prototype and Testbed Setup

We have developed a prototype system by using Dell Streak
5 and 7 tablets that are of the smartphone/tablet PC hybrid
operating on Android 2:2. The communication between the
tablets is enabled via Bluetooth. A Streak tablet has 16 GB
internal storage adequate to keep large amounts of experi-
mental data. We have implemented our proposed data
query protocol by using standard Android APIs, closely fol-
lowing the description in the previous section. In order to
save power, each node initiates neighbor discovery once
every a random interval (between 5 to 10minutes).

Our experiment involves twenty five volunteers includ-
ing faculty members and students. They are marked as
Node 0 to 24. In the experiment, we define three categories
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of queries, i.e., history, science and arts (which are named
Category 0, 1 and 2, respectively). Each participant has a
claimed initial expertise for answering queries in each cate-
gory and generates twelve queries per day in randomly cho-
sen categories. Note that the initial expertise is not accurate.
The true expertise is arbitrarily set by letting a small set of
nodes to have an expertise of 1 to answer queries in each
category. More specifically, Nodes 3, 13, and 19 can answer
queries in Category 0; Nodes 4, 14, and 20 can answer
queries in Category 2; and Node 1 can answer queries in
any category. Other nodes initialize expertise to be ð0� 1Þ
randomly and learn and update their aggregated expertise
during the experiment. The experiment had run for fifteen
days, starting from Monday 16:00 p.m. in the first week to
Monday 17:00 p.m in the third week.

We compare several variations of the proposed scheme
and related schemes. In the following discussions, zero-
hop, one-hop, two-hop, and three-hop stand for the pro-
posed scheme that allows up to zero hop, one hop, two
hops, and three hops relaying, respectively; No Feedback
means the proposed scheme (with two-hop relay) but with-
out the feedback mechanism to rectify expertise; Flooding is
the simple flooding scheme for query delivery; Gossip [44]
considers multiple categories and assigns the queries in
each category a transmission probability for data transmis-
sion; Willingness [45] is a scheme that a query is delivered
based on willingness, which is the degree to which a node
actively engages in trying to re-transmit a query; Spray and
Wait [33] is considered as a baseline opportunistic delivery
protocol; Social-based [16] is a social-based routing scheme.

We are primarily interested in two parameters: (1) the
success query rate, i.e., the ratio of successfully answered
queries to the total generated queries, and (2) the query
delay which is the period from the time when a node gener-
ates the query to the time when it receives the answer.

3.2 Experimental Results

Table 1 shows the overall performance of different
schemes. The two-hop scheme achieves the highest query
rate. It is not surprising to find the one-hop scheme with a
lower query rate since a node merely tries to answer the
queries via up to one hop relay. The zero-hop scheme has
the lowest query rate as a query can be answered only
when the query issuer meets the data provider directly. On
the other hand, it seems anti-intuitive that allowing a

longer relay path (e.g., the three-hop scheme) leads to a
negative gain. But this is reasonable because excessive
redundancy is created when too many nodes are involved
in relaying queries, subsequently overloading the network
and resulting in degraded performance. For a similar rea-
son, the Flooding scheme has a even lower query rate given
its extremely high redundancy. Under the No Feedback
scheme, the inaccurate expertise is not rectified, resulting
in misleading reachable expertise and thus lower query
rate. Gossip [44] considers multiple categories and assigns
the queries in each category a transmission probability for
data transmission. However, as a gossiping approach, its
data transmission is randomized. Therefore a query is often
answered and carried by nodes with insufficient expertise,
thus inducing many non-satisfactory replies. Willingness
[45] is a scheme that a query is delivered based on willing-
ness, which is the degree to which a node actively engages
in trying to re-transmit a query. The willingness does not
reflect the expertise based on which a node replies queries,
therefore the nodes are not helpful for each other to carry
queries to nodes with sufficient expertise. We also compare
with Spray and Wait [33] which is considered as a baseline
opportunistic delivery protocol. [33] fixes the number of
copies for each query which limits the queries to go
through correct paths to be replied by nodes with sufficient
expertise, making query rate even lower. Social-based [16]
exploits a distributed community partitioning algorithm to
divide a DTN into smaller communities. For intra-commu-
nity communication, a utility function convoluting social
similarity and social centrality with a decay factor is used
to choose relay nodes. For inter-community communica-
tion, the nodes moving frequently across communities are
chosen as relays to carry data to destination efficiently.
Although Zhu et al. [16] introduces a solution for DTNs
which leverages social properties and mobility characteris-
tics of users, it is not truly applicable for the data query in
MASONs, because when a node issues a query, it is often
unaware of the nodes that have sufficient expertise to
answer the query. The cost is prohibitively high to con-
struct a structure to index data and data providers like P2P
networks. It is obviously inefficient either to frequently
flood queries, which are expensive and often considered
spams. It is not surprising that our proposed scheme has
better performance than Social-based, since Social-based
does not capture the inherent features for the query deliv-
ery in MASONs, hence the nodes are not helpful for each

TABLE 1
Results under Experiment
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other by making the correct decisions to carry queries to
satisfactory nodes.

In general, when more hops are allowed in relaying
queries, the overhead increases, because a query is more
aggressively propagated. As a result, more copies of the
query are transmitted in the network and the query issuer
often receives more replies. At the same time, since a query
may potentially go through a longer path to reach the data
provider, the average delay also increases. Compared with
the two-hop scheme, No Feedback has longer delay and
more number of replies because incorrect expertise often
leads the queries to wrong routes.

More than 96 percent queries are answered successfully.
The unanswered queries are all generated during the final
hours of the experiment. Fig. 3a illustrates the number of
queries answered on each day of the experiment. As can be
seen, the results vary among days, reflecting the moving
patterns of the participants. More queries are answered dur-
ing weekdays than weekends due to the lower interactive
activities of students and faculty on Saturday and Sunday.
In fact, many queries cannot be answered during weekends
and have to wait until Monday of the next week. This
explains the peak on the second Monday. It is worth men-
tioning that the first and the third Monday are not the whole
days, hence the number of answered queries is less than the
second Monday. The activity pattern is also evidenced by
the delay variation shown in Fig. 3b. Queries generated in
weekends have longer delay compared with those in week-
days. The delay of queries generated on Friday is also high
because no classes are scheduled on Friday afternoon and
many offices are closed after 1:00 p.m.. Fig. 3b also shows
the total traffic in the network, which follows a similar pat-
tern of nodal activities.

Figs. 3c and 3d further zoom in to show the results in
each hour of a day. The data are averaged over 15 days.
Both the network traffic and the number of answered
queries are high during daytime and low at night, which
again shows the query heavily depends on the activity
of students and faculty who carry the tablets. Likewise,
we expect lower delay during daytime. However, the
results are just the opposite (as depicted in Fig. 3d).
Such anti-intuitive observation is due to the queries from
a few nodes, which experienced extremely long delay
that dominates the overall performance. In fact, most
queries generated during daytime indeed have short
delay. But a set of nodes (including Nodes 3-12) rely on
a single node (Node 2) to carry their queries in Category
2 to corresponding data providers. Such delivery hap-
pens around 9:00 a.m. daily. The queries generated after
9:00 a.m. must wait until the next day, thus inducing
unusually long latency that significantly elevates the
overall average. If we exclude such queries (see the
lower purple bars in Fig. 3d), the average delay becomes
much lower, and the daytime delay is generally shorter
than that during night.

The average delay and traffic of different nodes are illus-
trated in Fig. 3e. In general, delay and traffic vary among
different nodes due to the randomness in nodal mobility
and query generation and transmission. Node 0 has
extremely poor connectivity (either directly or indirectly) to
the nodes with high expertise, resulting in very long delay

compared with other nodes. Contrarily, since Node 1 is able
to answer all the queries of three categories, it has the mini-
mum delay. In addition, Node 2 has the heaviest traffic load
because it frequently meets other nodes, while Node 0 car-
ries the least traffic due to few interactions between it and
other nodes.

The delay distribution is shown in Fig. 3f. More than
65 percent queries are answered within two hours. The
queries with longer delays are either generated by Nodes
3-12 as discussed above, or generated during weekends
and thus cannot be replied until the next Monday.
Fig. 3g illustrates the distribution of path length. All
queries are answered within three hops. Fig. 3h shows
the convergence of the claimed expertise to the ground
truth. A node is chosen as an example, while similar
results are observed in other nodes as well. As we can
see, the feedback mechanism effectively adjusts the
node’s expertise, gradually approaching to the true value
within a few hours.

4 SIMULATION RESULTS

Besides the experiment discussed above, extensive simu-
lations are carried out to learn the performance trend of
the proposed data query algorithm under various net-
work settings, which are not practical to evaluate by
using lab equipments. The simulation codes are extracted
from our prototype implementation, and the simulation
results are obtained under real-world traces and power-
law mobility model. Each node maintains a maximum
queue size of 1;000.

4.1 Simulation under Haggle Trace

We have evaluated our proposed scheme under several
real-world traces available at CRAWDAD [46]. Table 2
shows the results based on Haggle trace [39], which
includes 98 participants carrying small devices (iMotes)
during Infocom 2006. We run the simulation for a period of
342; 916 seconds (or about 4 days). Each node generates 1:08
queries per hour. The queries fall into five categories, and
each category is associated with three expert nodes that can
provide satisfactory replies. Similar to the results in Table 1,
Table 2 shows the results under Haggle trace.

The distributions of query rate and delay are illustrated
in Fig. 4. About 90 percent of nodes can achieve a query rate
of 80 percent or higher under the proposed scheme. At the
same time, more than half of the queries are answered
within an hour.

4.2 Simulation under Power-Law Mobility Model

Besides the above results based on Haggle trace, we have
carried out simulations under power-law mobility model,
which enables convenient study of performance trend with
the variation of several network parameters. More specifi-
cally, we simulate an area that is partitioned into a grid of
20� 20 cells. Each node is associated with a randomly-cho-
sen home cell, in which it initially resides. In a time slot, it
may move in one of the four directions, i.e., up, down, left
and right, or stay in its home cell. Let PiðxÞ denote the prob-
ability for Node i to be at Cell x. PiðxÞ ¼ kið 1

diðxÞÞ
s where ki is
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a constant, s is the exponent of the power-law distribution
and diðxÞ denotes the distance between Cell x and Node i’s
home cell. The default network parameters include a net-
work of 100 nodes, a s of 2, 10 categories of queries, five
experts per category, and a generation rate of 0:02 queries
per time unit per node.

In an opportunistic network, the communication capac-
ity highly depends on the meeting opportunities among
mobile nodes. As shown in Fig. 5a, query reply rate grows
with the increase of the network density, because the
nodes have more opportunities to meet each other and
exchange their queries. Fig. 5b depicts the impact of the
power-law factor s. When s is large, the nodes tend to
stay in their home cells, i.e., have low mobility, resulting
in small probabilities to meet each other and consequently
small network capacity. Therefore the query reply rate is
low. When s is extremely large, the query reply rate may
approach as low as zero. On the other hand, when s is
small, the nodes have uniform mobility, i.e., similar prob-
abilities to visit all cells and accordingly similar routing
metric (i.e., k-hop reachable expertise), rendering routing
ineffective. Under the simulated network setting, s ¼ 2
results in the best performance.

The impact of traffic load is illustrated in Fig. 5c. While
the query reply rate keeps stable at the beginning under all
schemes, it starts to drop when the generation rate exceeds
0:03. In general, with a higher query generation rate, the
overall traffic load increases, resulting in more frequent
queue overflow and consequently lower query reply rate.

As discussed in Section 2, a threshold b is employed for
dynamic redundancy control. A larger b allows more
redundancy to be created, aiming to achieve a higher query
reply rate. However, if b is too large, the excessive redun-
dancy degrades the utilization of communication and

storage resources and lowers the overall performance
accordingly (see the Fig. 5d). Fig. 5e shows that a higher
query reply rate is achieved with the increase of queue size,
because more queries and replies can be kept in the queue
until they are delivered. The number of experts for each cat-
egory is also studied in this work. As shown in Fig. 5f, more
experts for a category result in higher query reply rate
because more nodes can answer the queries in this category.

5 CONCLUSION

We have studied the problem of data query in a Mobile Ad-
hoc SOcial Network, aiming to determine an optimal trans-
mission strategy that supports the desired query rate within

Fig. 5. Performance trend under power-law mobility model.Fig. 4. Distribution under Haggle trace.

TABLE 2
Results under Haggle Trace

1310 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 26, NO. 5, MAY 2015



a delay budget and at the same time minimizes the total
communication cost. We have proposed a centralized opti-
mization model that offers useful theoretic insights and
developed a distributed data query protocol for practical
applications. To demonstrate the feasibility and efficiency
of the proposed scheme and to gain useful empirical
insights, we have carried out a testbed experiment by using
25 off-the-shelf Dell Streak tablets for a period of 15 days.
Moreover, we have run extensive simulations to learn the
performance trend under various network settings, which
are not practical to build and evaluate in laboratories.
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