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Abstract—This paper aims to support quality-of-service (QoS)
provisioning, particularly the guarantee for end-to-end data de-
livery delay, in mobile opportunistic networks. The QoS-aware
delivery probability (QDP ) is introduced to reflect the capability
of a node to deliver data to a destination within a given delay
budget. Each node maintains a set of QDPs to make autonomous
decisions for QoS-aware data transmission. At the same time, a
prioritized queue is employed by each mobile node. To support
efficient prioritization and redundancy control, the priority is
determined by a function of traffic class and data redundancy.
The former is predetermined by the corresponding application,
whereas the latter is dynamically estimated during data delivery.
Two experiments are carried out to demonstrate and evaluate the
proposed QoS-aware data delivery scheme. The first experiment
involves multiple clusters of static Crossbow sensors that are con-
nected by air and ground mobile nodes with controlled mobility.
The second experiment is under a mobile social network setting,
where 23 Dell Streak Android tablets are carried by volunteers
with arbitrary and diverse mobility patterns over a period of two
weeks. Moreover, simulation results are obtained under DieselNet
trace and power-law mobility model to study scalability and per-
formance trends. Our experiments and simulations demonstrate
that the proposed scheme achieves efficient resource allocation
according to the desired delay budget and, thus, supports effective
QoS provisioning.

Index Terms—Mobile opportunistic networks, quality-of-
service (QoS).

I. INTRODUCTION

MOBILE opportunistic networks are characterized by in-
termittent and nondeterministic connectivity, often due

to interruptible wireless links, sparse network deployment,
and/or nodal mobility. Such opportunistic networking has been
discussed in the context of delay/disruption-tolerant networks,
sporadically connected sensor networks, vehicular networks,
and peer-to-peer mobile social networks [1]–[7]. How to dis-
cover and utilize opportunistic communication resources for
efficient data transmission has been one of the central research
issues in such networks, as evidenced by extensive discussions
in the literature [1]–[38]. However, limited prior work has
addressed quality-of-service (QoS). While long data delivery
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delay is generally unavoidable given the unique intermittent
connectivity, QoS, particularly the guarantee for end-to-end
delivery delay, is highly desired in a variety of applications.
For example, the dissemination of a data message (such as an
advertisement or coupon [5], [6], [39], [40]) in a mobile social
network must meet a delay budget no longer than its expiration
date, and different data messages are often associated with
different delay budgets. Separately, in wildlife tracking appli-
cations, interactive control and event report must be delivered
within a short end-to-end delay bound, as opposed to routine
transmissions of ambient environmental data that can tolerate
long delay [2]. Data delivered beyond their delay budgets often
lead to a reduced or completely forfeited value.

A. Challenges in QoS Provisioning in Opportunistic Networks

QoS has been extensively studied in wireless networks [41].
However, there are unique challenges to support QoS in an
opportunistic communication setting. First of all, due to the
nondeterministic connectivity, it is intrinsically infeasible to
provide hard guarantee of end-to-end delivery delay. Thus, a
probability-based delay budget is introduced in this research.
More specifically, let Qm(δ, γ) denote the desired QoS of
message m, which must be delivered to its destination within
δ time units with a probability no less than γ.

Second, since end-to-end paths often do not exist in the
network, a routing decision must be made based on predicted
future connections. To this end, temporal and/or spatial in-
formation in nodal contacts is exploited by mobile nodes to
estimate their probabilities to deliver data to corresponding
destinations [3], [5], [14]. Such delivery probability serves as a
routing metric to guide data transmission, where a data message
is always forwarded to nodes with higher delivery probabilities.
However, most prior studies do not consider delay budget.
Therefore, the delivery probabilities may become misleading
for QoS support. For example, a node with a high delivery
probability to a destination may in fact experience long average
delay, thus deceptively attracting many data messages by fol-
lowing the routing scheme previously described but frequently
failing to meet the desired QoS requirement.

Third, the QoS priority associated with a data message is
static, i.e., does not change during its transmission, in conven-
tional networks. However, redundancy is commonly employed
in opportunistic networks for dealing with a high data loss prob-
ability and achieving a desired delivery rate. Consequently, the
importance of a message varies during its transmission, depend-
ing on the amount of redundancy created. For example, a newly
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generated message is the sole copy and should be processed
with high priority and protected from being lost. When multiple
copies of the message are produced during its transmission,
deferring or losing a copy would not significantly degrade the
delivery probability of the message. In general, data messages
that are in the same traffic class may have diverse redundancy
(even if they were created by the same node at the same time)
and, accordingly, should be associated with different priority
levels. Therefore, data messages must be prioritized not only by
QoS requirement but according to their dynamically changing
redundancy as well.

B. Contribution of This Work

This work proposes an effective solution to the challenges
previously discussed. The QoS-aware delivery probability
(QDP ) is introduced to reflect the capability of a node to
deliver data to a destination within a given delay budget. Each
node maintains a set of QDPs to make autonomous decisions
for QoS-aware data delivery. At the same time, a prioritized
queue is employed by each mobile node. To support efficient
prioritization and redundancy control, the priority is determined
by a function of traffic class and data redundancy. The former
is predetermined by the corresponding application, whereas the
latter is dynamically estimated during data delivery.

Two experiments are carried out to demonstrate and eval-
uate the proposed QoS-aware data delivery scheme. The first
experiment involves multiple clusters of static Crossbow Micaz
sensors that are connected by three mobile nodes carried re-
spectively by a flying vehicle (with high mobility) and two
people (with low mobility). All mobile nodes move according
to predefined routes and speeds. The second experiment is
under a mobile social network setting, where the experimental
program is implemented on Dell Streak Android tablets carried
by 23 volunteers with arbitrary and diverse mobility patterns
for a period of two weeks. Moreover, simulation results are ob-
tained under DieselNet trace and power-law mobility model to
study the scalability and performance trend with the increase in
network size, traffic load, and nodal mobility. The experimental
and simulation results show that the contact opportunity among
nodes is decisive for the overall network performance, verifying
the observations reported in earlier work [1]–[3], [5], [14]. The
proposed scheme achieves efficient resource allocation accord-
ing to the desired delay budget and, thus, supports effective QoS
provisioning. When the network becomes heavily loaded, it
gracefully degrades QoS performance, in contrast to Best Effort
routing that often results in dramatical performance downgrade.

II. RELATED WORK

QoS is a critical issue in mobile networks, with a diversity
of approaches recently proposed [42]–[47]. However, none of
them are developed for QoS support in mobile opportunistic
networks. Given the unique characteristics of mobile oppor-
tunistic networks (particularly the intermittent nondeterministic
network connectivity), solutions for QoS support in conven-
tional networks are not applicable here. In general, QoS provi-
sioning in mobile opportunistic networks is a less-studied area
with limited existing solutions.

In opportunistic networks, the delivery of a single-copy data
message is often subject to a high loss rate or extremely
long delay. Therefore, redundancy (achieved by duplication or
coding [3]) is commonly employed for desired communication
performance. However, redundancy increases overhead, and
worse yet, excessive redundancy may degrade overall network
performance due to congested channels and frequent buffer
overflow [27], [48]. To this end, a series of approaches [8]–[14]
has been developed to limit redundancy for efficient resource
utilization. Among them, [14] is most relevant to this work,
where a node sorts its packets in the queue in decreasing order
of the ages and makes routing decisions according to a marginal
utility function to improve the probability of delivering packets
within their deadlines. While this scheme maximizes the overall
deadline-satisfied delivery rate, it does not differentiate traffic
and is not equivalent to the support of QoS. For instance, a
data flow with high QoS priority can be submerged by a large
volume of background low-priority data that have stayed in the
network long enough and, thus, occupied the head of queue. As
a result, the transmission of high-priority data is delayed, result-
ing in poor QoS provisioning. Moreover, a “control channel”
is required in [14] to timely share global information among
nodes, but such a channel is not always available in a practical
mobile opportunistic network.

Separately, there are a handful of studies dedicated to QoS
support in delay-tolerant networks [49]–[51]. However, they
are either based on simplified settings or operate at the level
of individual links only. The bundle protocol developed for
delay-tolerant networks supports class-of-service [2], which
is reliability-centric, aiming to ensure correct data transmis-
sion but does not support delay constraints. In addition, delay
budget is considered in [26], which mainly concerns incen-
tive provisioning based on pairwise tit-for-tat (TFT). More
detailed comparison with related work will be presented in
Sections IV and V.

III. PROPOSED QUALITY-OF-SERVICE-AWARE

DELIVERY SCHEME

To address the unique challenges in QoS provisioning in
opportunistic networks with intermittent and nondeterministic
network connectivity, we propose a QoS data communication
scheme based on QoS-aware delivery probability and adaptive
queue prioritization, as outlined below. The former serves as
the QoS routing metric, which guides a data message through
the best routing path that meets the desired QoS requirement
with high probability. The latter supports efficient resource
utilization by proper redundancy control.

A. QDP

As discussed in Section I-A, we adopt a probability-based
delay budget, denoted by Qm(δ, γ), as the QoS metric, de-
manding message m to be delivered to its destination within
δ time units with a probability no less than γ. A node often
has a number of messages in its data queue. It may transmit a
message directly to the destination or to an intermediate node,
which subsequently continues to forward the message directly
or indirectly to the destination. When a node meets another
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node, the former needs to decide whether to transmit a message
to the latter. Such a routing decision must be made based on
a QoS-aware routing metric, which indicates if the latter has
a higher probability to deliver the message to its destination
within the delay budget. To this end, we introduce a new routing
metric for QoS provisioning in DTN, dubbed QDP .

Since a data message may be associated with any arbitrary
delay budget and to any destination, it is imperative for a node
to maintain a set of QDPs to make autonomous decisions for
QoS provisioning. Let Pi = {pki (t)|0 ≤ t ≤ ∞, k ∈ Φ} denote
the QDPs of node i, where pki (t) is the probability that a
message can be delivered from node i to node k within t time
units, and Φ is the set of DTN nodes. For a given k, pki (t),
0 ≤ t ≤ ∞, is intrinsically the cumulative distribution function
of delivery delay, which is ideal to support QoS data delivery
but impractical to maintain in continuous time. Thus, a finite
set of discrete delays, denoted by Υ, is employed, arriving at
Pi = {pki (t)|t ∈ Υ, k ∈ Φ}.

While QDP is previously defined, it is obviously challeng-
ing to be obtained in a distributed manner, since a node is
connected to other nodes only occasionally. With no end-to-
end connections, it is extremely difficult, if not impossible, to
gain up-to-date global knowledge to compute accurate QDPs.
However, at the same time, we notice that the accurate QDPs
are, although desired, not imperative. As a matter of fact,
the QDP can be over- or underestimated across the network,
due to the approximation in QDP update. The approximate
QDPs can effectively support QoS routing as long as they are
proportional to the real QDPs, i.e., a node with a truly higher
(or lower) QDP maintains a higher (or lower) approximate
QDP . Despite such QDPs being inaccurate, they efficiently
guide data messages through the best routing paths for QoS
provisioning. This observation is verified by our simulations.

To this end, we propose a lightweight distributed algorithm
to learn approximate QDPs. The overall idea is to let indi-
vidual nodes maintain their approximate QDPs, which are
updated based on locally learnt information upon meeting
events. Initially, a node only knows the QDP with itself as
the destination, which is obviously one. It learns the QDPs to
other destinations via recursive information exchange, during
which the QoS delivery probabilities are updated in a ripple
manner propagated from the corresponding destinations. More
specifically, node i initializes pki (t) as follows:

pki (t) =

{
1, i = k
0, i �= k

(1)

and updates them autonomously according to its transmission
history, in both direct and cascaded deliveries, as outlined
below. Each node divides time into windows. The size of
a window can be chosen to be the maximum delay budget
interested by the node. The windows of different nodes do not
have to be synchronized. This is because each node updates its
QDP autonomously. It can choose any arbitrary window size
and start its window at an arbitrary time instance. The process
does not require synchronization among different nodes.
QDPs are updated based on time windows. Let us consider

node i. It maintains a parameter ξki (t), which is used to calcu-
late the QDP of node i to node k in each window, for each

k ∈ Φ and t ∈ Υ. It intrinsically indicates the probability that
the message fails to be delivered to the destination within the
delay budget in a time window. In each time window, ξki (t) is
initialized to 1. When node i meets node j, it compares pki (t)
and pkj (t) for every k ∈ Φ and t ∈ Υ. If pki (t) < pkj (t), the
former transmits the corresponding message with destination
k and delay budget t to the latter and, at the same time, updates
ξki (t) as follows:

ξki (t) ← ξki (t)
(
1 − pkj (t)

)
(2)

where 1 − pkj (t) is the probability that node j cannot deliver the
message to destination k within the required delay budget of t.
If j = k, it is a direct delivery. According to (1), pkj (t) = 1, and
thus, 1 − pkj (t) = 0. Otherwise, it is an indirect delivery where
node j may or may not successfully transmit the message to its
destination. Consequently, node i cannot receive a confirmation
immediately from node j. Therefore, it estimates the probabil-
ity that node j delivers the message by pkj (t).

By the end of the window, node i calculates its window-based
QDP as

p̂ki (t) = 1 − ξki (t) (3)

which essentially equals 1 −Π(1 − pkj (t)), i.e., the probability
that at least one of such transmissions delivers the message to its
destination by its delay budget. Clearly, once node i delivers the
message directly to its destination (i.e., node k), p̂ki (t) becomes
one, and there is no need to further transmit the message.

p̂ki (t) is a window-based QDP . Its value often varies from
window to window, exhibiting undesired instability. It is highly
preferable to keep QDPs stable, since they are employed to
guide data transmission. In this research, we adopt the expo-
nentially weighted moving average (EWMA) to maintain and
update QDPs. More specifically, we have

pki (t) ← (1 − μ)pki (t) + μp̂ki (t) (4)

where 0 ≤ μ ≤ 1 is a constant weight to keep partial memory
of historic status. It has been shown in [52] that the given
EWMA-based average converges to a constant under statically
distributed mobility. pki (t) indicates the probability that node i
delivers a message to node k within a delay budget of t. Node
i performs similar calculation for all k and t to yield the QDP
matrix Pi = {pki (t)|t ∈ Υ, k ∈ Φ}.

Every node follows the given algorithm to learn its QDPs.
We observe in our simulations that, since node i is only aware
of pii(t) (i.e., with itself as the destination) during initialization,
QDPs are updated in a ripple manner starting from the corre-
sponding destinations. While the simulation details are deferred
to Section V, Fig. 1 shows that the converged QDP indeed
reflects the true QoS-aware delivery probability after the warm-
up period of simulation, thus serving as an efficient routing
metric for QoS provisioning.

B. Adaptive Data Queue Prioritization

For the sake of low complexity in queue management,
most QoS-aware systems (e.g., IEEE 802.11e) employ multiple
“first-in first-out” queues: one for each traffic class. In oppor-
tunistic networks, however, it is often inevitable and, at the
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Fig. 1. QDP versus delivery rate (average of t ∈ Υ).

same time, affordable to deal with more complicated queuing
strategies. In contrast to conventional store-and-forward net-
works where only a single copy of a data message is actively
transmitted at a time, redundancy (by either simple duplication
or coding) is commonly employed for desired communication
performance, particularly for QoS support, in opportunistic
networks. However, the creation and distribution of redun-
dancy depend on nondeterministic nodal meeting events, thus
exhibiting high dynamics. At a given time, data messages in
the same traffic class may have very different redundancy.
For example, multiple copies may have been created for a
message that has been circulated in the network for some time,
and thus, its preferred delivery probability can be maintained
even if a copy is delayed or dropped. On the other hand,
a newly created message may be the sole copy that should
be absolutely protected from being lost. Consequently, data
messages in the same traffic class must be prioritized according
to their redundancy level, naturally leading to prioritized queues
with a logarithm time complexity for message insertion and
removal. Although such computing time is undesired and may
become performance bottleneck in conventional networks, it is
affordable in opportunistic networks, where a node has plenty
of time to manipulate its queue before the next transmission
opportunity becomes available.

Based on the given observations, a single prioritized queue is
employed by each node. The queue is sorted according to the
priority of data messages, which is a function of traffic class and
redundancy. The former is predetermined by the corresponding
application and remains unchanged during the transmission
of the messages, whereas the latter is dynamically estimated,
which is to be discussed next. More specifically, let qmi denote
the priority of message m in the message queue of node i.
A smaller qmi indicates a higher priority. qmi is calculated as
follows:

qmi = (1 − λ)Cm
i + λFm

i (5)

where Cm
i denotes the traffic class of message m, Fm

i is the
redundancy level of message m estimated by node i, and 0 ≤
λ ≤ 1 is a constant to balance the weight of traffic class and

redundancy for queue prioritization. λ is a tunable parameter
that can be determined according to specific application needs.
We simply set it to 1/2 in our implementation.

As discussed earlier, while the traffic class [i.e., Cm
i in (5)]

is known, the redundancy of a message (i.e., Fm
i ) needs to be

dynamically estimated. In a typical store-and-forward network,
messages are deleted from a node’s buffer after they are trans-
mitted to the next hop successfully. In opportunistic networks,
however, multiple copies of the data message are often created
and stored by different nodes in the network, to maintain nec-
essary redundancy for achieving the desired QoS. In general,
the higher the redundancy, the higher the message delivery
probability when network capacity is not a concern. In this
paper, we define the redundancy of a message as the estimated
probability that at least one copy of message m is delivered to
its destination within t time units, where t is updated during
transmission to reflect the up-to-date remaining delay budget.

The redundancy of a message (Fm
i ) is initialized to zero and

updated during its transmissions. Consider a general scenario
where node i has an opportunity to communicate with node
j. It fetches message m that is destined to node k. First, the
delay budget of message m is updated as t = t− τ , where τ
is the time for which the message has stayed in the queue.
Node i simply transmits the message to node j and removes
it from its queue if j = k. Otherwise, if Fm

i ≥ β, where β is a
predefined desired delivery probability, no action will be taken,
because there is already sufficient redundancy. Node i will hold
the message until it encounters the destination directly or the
delay budget expires. If the delay budget expires, node i simply
discards the message from its queue. Generally, the more the
redundancy, the higher the probability. Fm

i ≥ β means that
current redundancy (e.g., number of copies of message m)
is large enough to ensure a delivery probability no less than
β. Note that, even with Fm

i ≥ β, there is no guarantee that
message m will be delivered to the destination within the delay
budget. However, if we look at a large number of such data
messages, the protocol delivers them with an overall probability
of β, thus achieving our goal. If Fm

i < β and pki (t) < pkj (t),
the message is transmitted to node j. This transmission creates
two copies of message m, each sharing partial responsibility
to deliver the data to its destination. Appropriate redundancy
needs to be assigned to them, i.e.,

Fm
j ← 1 − (1 − [Fm

i ])
(
1 − pki (t)

)
(6)

Fm
i ← 1 − (1 − [Fm

i ])
(
1 − pkj (t)

)
. (7)

In both formulas, (1 − [Fm
i ]) gives the probability that none of

the other nodes (except nodes i and j) can deliver the message,
where [Fm

i ] is the value before it is updated due to this trans-
mission. Therefore, the updated Fm

j (or Fm
i ) indicates the prob-

ability that at least one copy of message m can be delivered by
other nodes except node j (or node i). In general, the more times
a data message is forwarded, the more redundancy is created.
For example, Fig. 2 shows that average message redundancy
grows with the message’s life span (where the simulation details
are to be discussed in Section V). At the same time, a node often
holds a set of data messages in its queue. Fig. 3 shows that their
redundancies largely fall into a normal distribution.
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Fig. 2. Evolvement of redundancy over time.

Fig. 3. Distribution of message redundancy.

The given scheme is efficient in redundancy control and
queue management, limiting redundancy to be just enough to
achieve the desired delivery probability, i.e., β. How to choose
the optimal β still remains an open issue. It is affected by such
parameters as nodal contact probabilities, maximum queuing
capacity, and traffic load and patterns. In a specific scenario, we
can run simulations to identify the approximate optimal β.

C. QoS-Aware Data Delivery

Since communication opportunity is low, transmission is of-
ten between two nodes only. If more than two nodes are within
communication range, we assume an underlying medium ac-
cess control protocol (e.g., IEEE 802.11) that randomly selects
one node as the sender and another as the receiver. Therefore,
we focus on the scenario where node i transmits a data message
to node j in the following discussions. Node i first learns the
QDPs of node j (i.e., Pj) via two-way handshaking. Then,
it fetches the first message in its queue, which is denoted by
message m to destination k and with a remaining delay budget

Fig. 4. Example of transmission between nodes i and j. (a) Before transmis-
sion. (b) After transmission.

TABLE I
EXPERIMENT PARAMETERS

of t. If t = 0, node i simply drops the message. Otherwise,
if node j is the destination (i.e., j = k), node i transmits the
message to node j and removes it from its queue. If node j is
not the destination, node i transmits message m to node j if and
only if Fm

i < β and pki (t) < pkj (t).
Upon a message transmission, two copies of the message are

created, with their redundancies calculated according to (6) and
(7) and their priorities updated by (5), respectively. Then, both
nodes insert their copies into their data queues according to the
updated priorities (see Fig. 4). If a queue is full, the message at
the end of the queue (i.e., the message with the lowest priority)
is dropped.

The given process repeats with a randomly chosen node as
the sender, until the communication link is broken (e.g., due to
nodal mobility), or no messages are available for transmission.

D. Complexity Analysis

In general, the computational complexity at individual nodes
is linear to the network size. More specifically, the communi-
cation between two nodes has a computational complexity of
O(k), where k is the buffer size of the message queue of each
node. Update of QDPs for each node at the end of each time
window has a complexity of O(nl), where n is the total number
of nodes in the network, and l is the number of delay budget
levels. Therefore, the overall time complexity of the proposed
QoS-aware delivery algorithm is O(k + nl). In addition, the
overall space complexity of the proposed QoS-aware delivery
algorithm is O(nl). Note that k and l are often constant values.
Therefore, the time complexity is essentially O(n), and the
space complexity is O(n) as well.

IV. PROTOTYPING AND EXPERIMENTS

To demonstrate the feasibility of our proposed QoS-aware
data delivery scheme and gain useful empirical insights, we
have carried out two sets of experiments using the off-the-
shelf Crossbow Micaz motes and Dell Streak Android tablets,
respectively. The first experiment involves multiple clusters
of static sensors that are connected by a small set of mobile
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Fig. 5. Testbed setup. (a) and (b) Experiment I. (c) Android tablets used in Experiment II. (a) Cluster of ground sensors in the experimental field and the flying
quadrotor that carries a sensor. (b) Topology of the sensor network testbed and the moving pattern of the quadrotor. (c) Android tablets used in the mobile social
network experiment.

nodes with regular movement patterns, whereas the second
experiment is under the setting of a mobile social network
where the nodes have diverse and uncontrolled mobility. The
reason we carry out the two experiments is that they are repre-
sentative examples in mobile opportunistic networks that need
QoS support. For both of the experiments and the simulation
presented in Section V, the first fraction of system time is
used to warm up for nodes to accumulate QDPs. Only source
address, destination address, and delay budget are generated
during this period; data are generated and forwarded during the
remaining part of time. Table I summarizes the experimental
settings and configuration parameters. Section IV is organized
as follows. We present two experiments in Sections IV-A and B,
respectively. In each subsection, we first introduce the testbed
setup and configuration and then discuss experimental results
and related observations.

A. Experiment I: Opportunistic Sensor Network

1) Testbed Setup: Our sensor network testbed consists of
36 static Crossbow Micaz sensors and three mobile nodes.
The static sensors are randomly deployed at four corners of
a parking lot, forming four isolated clusters [see clusters A,
B, C, and D in Fig. 5(b)]. The sensors in a cluster are well
connected. We created such an experiment setting because it
is common under practical applications. For example, when
biologists study animals in a field, it is obviously too costly
to cover the entire field with sensors. However, they are often
interested in several target spots and, thus, can deploy a cluster
of sensors at each spot. The sensors in a cluster are closely
located, within radio communication range. Therefore, they are
well connected. At the same time, the distance between any two
clusters is farther than the maximum radio transmission range
of Micaz, and hence, the clusters are isolated, calling for mobile
nodes to carry data between them.

The mobile sensors act as Datamule [15] for data transmis-
sion among the sensor clusters. They are carried by a quadrotor
and two students, with high and low mobility, respectively. The
quadrotor is built upon the Mikrokopter platform. It can fly up
to several hundred meters high and at a speed between 0 and
40 km/h and, thus, is well suitable for remote sensor fields.
Fig. 5(a) shows the ground Micaz motes and the mobile node

on a quadrotor. In our experiment, the quadrotor is controlled
by an independent remote controller and commutes among the
four sensor clusters. It flies according to a predetermined route,
as shown in Fig. 5(b). More specifically, it begins its journey
from cluster A; then sequentially visits clusters B, C, A, and
D; and finally returns to cluster A. It repeats the above routine
flight during the experiment. The average flying height is about
2.2 m based on the barometer readings on the flying platform.
We say the quadrotor visits a cluster if its onboard sensor can
communicate with any sensor in the cluster. The average time
between it visits two adjacent clusters is 12 s. The average
waiting times (i.e., the average interval for a cluster to meet
the quadrotor) at clusters A, B, C, and D are 10, 20, 10, and
15 s, respectively. The other two mobile nodes are carried by
two students. One student moves in clockwise direction and the
other counterclockwise. It takes about 3.5 min to complete a
round of visits to the four clusters. Note that, although the routes
are predetermined, the communication is opportunistic due to
dynamic mobility (e.g., unavoidable dynamics in moving speed
and height) and varying channel conditions.

Each ground sensor generates a data message of 10 KB every
5 s to a randomly selected destination. A message is associated
with a delay budget between 3 and 90 s.

2) Experimental Results: For performance comparison, we
have implemented four schemes, dubbed QoS-aware, Best
Effort, DDG, and Incentive, respectively. QoS-aware is the
proposed QoS-aware delivery scheme; Best Effort is a delivery
protocol without QoS support [3], which makes the decision on
when and where to transmit data messages only according to the
delivery probability. It is not a surprise to find the Best Effort
approach results in a low delivery rate because it does not differ-
entiate traffic at all. DDG is the Delay-Differentiated Gossiping
approach [49], which considers multiple traffic classes and
dynamically assigns the packets in each class a transmission
probability and a time-to-live, which, together, govern the total
overhead for data transmission. Although DDG supports QoS
provisioning, its data transmission is randomized. Therefore, a
packet is often delivered via a long path and, consequently, sub-
ject to high dropping probability due to the expiration of its de-
lay budget. Incentive is the pairwise TFT approach [26], which
adopts an incentive-aware routing protocol that allows selfish
nodes to maximize their own performance while conforming to
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TABLE II
RESULTS OF EXPERIMENT I (OPPORTUNISTIC SENSOR NETWORK)

TFT constraints. The Incentive scheme exhibits an unsatisfied
delivery rate because of its “candidate path generation” process,
which results in high overhead under our experiment setting. At
the same time, it does not consider different delay budgets for
different messages when formulating the linear programming
model. For fair comparison, trace data are collected to run
comparable schemes.

We are primarily interested in the data delivery rate. A
message is delivered if it reaches its destination within its
delay budget. The data delivery rate is defined as the ratio
of the total number of delivered messages to the number of
generated messages. Table II shows the overall average delivery
rate and the delivery rates for messages with delay budgets
of 3, 5, 10, 60, and 90 s, respectively. As can be seen, the
proposed QoS-aware scheme achieves an overall delivery rate
of 72%, which is significantly higher than other approaches.
It is not a surprise to find the Best Effort approach results in
a low delivery rate because it does not differentiate traffic at
all. DDG considers multiple traffic classes and dynamically
assigns the messages in each class a transmission probability
and a time-to-live, which, together, govern the total overhead
for data transmission. However, as a gossiping approach, its
data transmission is randomized. Therefore, a message is often
delivered via a long path and, consequently, subject to high
dropping probability due to the expiration of its delay budget.
The Incentive scheme exhibits an unsatisfied delivery rate be-
cause of its “candidate path generation” process, which results
in high overhead under our experiment setting. At the same
time, it does not consider different delay budgets for different
messages when formulating the linear programming model.

We also observe that the proposed QoS-aware data delivery
scheme achieves the best performance compared with other
schemes under moderate delay constraints. When the delay
budget is extremely low, the QoS-aware scheme does not
improve the performance because there is simply no way to
deliver the data message within its time budget. As the delay
budget increases, the QoS-aware scheme shows superior per-
formance since it prioritizes messages and allocates resource
to deliver more urgent and possibly deliverable data messages.
It is obvious that, if the delay budget is very high, most data
messages can always be delivered, no matter which scheme is
employed.

B. Experiment II: Mobile Social Network

1) Testbed Setup: The second experiment is carried out un-
der a mobile social network setting that involves 23 volunteers
including faculty members, senior Ph.D. students (who do not
have classes), and graduate students at the M.S. level (who go to

classrooms regularly). A mobile social network is often created
for a local community where the participants have frequent
interactions, e.g., people living in a neighborhood, students
studying in a college, or tourists visiting an archaeological site.
It exploits Bluetooth and WiFi connections to form a sparse
ad hoc network to support social networking. This is in a
sharp contrast to web-based online social networks that rely
on the Internet infrastructure (including cellular systems) for
communication.

Unlike the first experiment where the mobile nodes move
under regular patterns, the volunteers in this experiment have
arbitrary and diverse mobility patterns. Every volunteer carries
a Dell Streak 5 or Streak 7 tablet [see Fig. 5(c) for a photo of the
tablets used in the experiment], which operates on Android 2.2.
The mobile nodes are paired and ready to communicate with
each other via Bluetooth. To save power, a service is created,
which runs on background to adaptively adjust the scanning
frequency of the Bluetooth interface. The default scanning
interval is set to 10 min during nighttime and 1 min during
daytime. A node creates 20 data files everyday with the file size
varying from 1 KB to 1 MB and time budget ranging from 4 h
to 3.5 days. The destination for a data file is randomly selected.
The experiment lasts two weeks.

2) Experimental Result: Similar to Experiment I, the pro-
posed QoS-aware scheme outperforms other comparable
schemes, i.e., Best Effort, DDG, and Incentive, in this mobile
social network experiment. The results are omitted here for
conciseness. Instead, we focus on investigating the impact of
human activity on QoS-based data delivery. Fig. 6(a) shows the
average delivery rate for data files with different delay budgets.
Clearly, the larger the delay budget, the higher the delivery rate.
When the delay budget reaches three days, an average delivery
rate of more than 80% can be achieved.

Fig. 6(b) presents a detailed look into daily experimental
data. More specifically, it shows the delivery rate of data files
generated on different days during a week. As can be seen, data
files generated during weekend always have a lower delivery
rate than those on weekdays. This is due to the low interactive
activities of students and faculty on a Saturday and Sunday.
As a result, many data files cannot be delivered in a timely
manner and, eventually, must be dropped due to their limited
delay budgets. The data delivery rate on a Friday is lower than
on other weekdays because no classes are scheduled on Friday
afternoon, and many offices are closed after 1:00 P.M.

Fig. 6(c) further zooms in to show the delay of data files
generated from the first to the 24th hour of a day. The second
Tuesday of our experiment is chosen as an example, while
similar results are observed on other days as well. The delivery
rate is high during daytime and low at night, which again shows
that the QoS-aware delivery scheme heavily depends on nodal
mobility.

C. Further Discussion

The buffer size indicates the maximum messages each of the
nodes in both of the experiments can have in its message queue.
The buffer size of Experiment I is much smaller than that of
Experiment II because Crossbow Micaz sensors are used in
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Fig. 6. Results of Experiment II (mobile social network). (a) Delivery rate under different delay budgets. (b) Delivery rate distribution during a week. (c) Hourly
delivery rate on the second Tuesday.

Fig. 7. Performance comparison under the DieselNet trace. (a) Delivery rate distribution. (b) Overhead distribution. (c) Delay distribution.

Experiment I, which is a tiny wireless measurement system
with a low-power microcontroller with very limited storage,
whereas Experiment II used Dell Streak Android tablets with
very large internal and external storage. The second experiment
is carried out under a mobile social network setting that in-
volves 23 volunteers including faculty members, senior Ph.D.
students (who do not have classes), and graduate students at
the M.S. level (who go to classrooms regularly). Based on
the mobile node’s social roles (e.g., professions), interests, and
available resources and messages’ utilities, each node creates
messages with the size varying from 1 KB to 1 MB. For exam-
ple, a professor may deliver homework to students, which needs
larger message size, whereas a student may send sport news to
his friends, which requires smaller message size. The messages
are randomly generated; hence, there is no average message
size. The second experiment is under a mobile social network
setting, where 23 Dell Streak Android tablets are carried by
volunteers with arbitrary and diverse mobility patterns during
a period of two weeks. Unlike the first experiment where the
mobile nodes move under regular patterns, the volunteers in
this experiment have arbitrary and diverse mobility patterns.
Therefore, it will not take as long for the messages generated
in Experiment II to be delivered to the destinations. All the
parameters we set for the two experiments are all based on the
characteristics of the two experiments.

Overall, our experimental results demonstrate that the nodal
mobility and, accordingly, the contact opportunity among nodes

is decisive for the overall network performance, as already
revealed in earlier work [1]–[3], [5], [14]. The proposed scheme
efficiently allocates resources according to delay budgets of
data messages and, thus, supports effective QoS provisioning,
achieving a significantly higher delivery rate in comparison
with other schemes.

V. SIMULATION RESULTS

In addition to the experiments previously presented, we carry
out two separate simulations. The first is based on DieselNet
trace to study QoS provisioning in vehicular networks. The sec-
ond simulation is performed under a power-law mobility model
for evaluating the scalability of the proposed scheme with the
increase in network size, traffic load, and nodal mobility.

A. Simulation Under DieselNet Trace

The DieselNet testbed comprises 33 buses, serving an area
of approximately 150 mi2. Each bus carries a node with WiFi.
Our simulation is based on the trace data obtained in 2008
[53]. As shown in Fig. 7(a), the proposed QoS-aware scheme
achieves the highest data delivery rate under all delay budgets.
For example, it delivers more than 90% of messages with
delay budget between 90 and 100 time units (minutes), in
comparison with 52% in the Best Effort approach, 66% in the
DDG approach, and 72% in the Incentive approach. At the
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Fig. 8. Performance trend under power-law mobility model. The results are obtained for data messages with delay budget of 90–100 time units. (a) Network
size. (b) Traffic load. (c) Nodal mobility. (d) Queue size. (e) Scanning frequency. (f) FTD threshold.

same time, it controls transmission overhead well, as shown in
Fig. 7(b). To deliver a data message, an amount of redundancy
(i.e., a number of copies) of the message is generated, hoping
that at least one of them can reach the destination. The overhead
is the average number of such copies per message. The high
efficiency of the QoS-aware scheme is attributed to the fact
that the estimated QDP enables efficient use of communication
resource (i.e., the capacity of nodes and their meeting oppor-
tunities) and that the adaptive prioritization scheme supports
effective queue management and redundancy control. With the
increase in delay budget, the delivery rate increases accordingly
under all approaches, because data messages have more time
and better chance to reach their destinations. In addition, we
observe similar average delay under all schemes [see Fig. 7(c)].
However, note that the average delay is calculated for delivered
messages only. Due to a low delivery rate in the Best Effort,
DDG, and Incentive approaches, many messages that in fact
experience long delays are not included in the calculation.

B. Performance Under Power-Law Mobility Model

Our experiments and trace-based simulation have provided
a comprehensive evaluation of the proposed scheme in sev-
eral practical settings including sensor networks, vehicular
networks, and mobile social networks. We next present sim-
ulation results based on a power-law mobility model, which
offer a valuable performance trend by scaling several network
parameters.

The simulated area is divided into a grid of 10 × 10 cells.
Each node has a home cell where it initially locates and moves

according to power-law distribution, which is deemed a realistic
model for human mobility. Two nodes only communicate if
they are in the same cell. Let Pi(x) denote the probability for
node i to be at cell x. Pi(x) = ki(1/di(x))δ , where ki is a
constant, δ is the exponent of the power-law distribution, and
di(x) denotes the distance between cell x and node i’s home
cell. Under this model, δ is the key parameter governing node
behavior. When δ is large, nodes tend to move among a very
small subset of cells. With the decrease of δ, the moving range
becomes wider. By default, we set the maximum queue size to
be 500. The message generation of each node follows a random
process with an average interval of 30 time units out of 100 time
units. The fault-tolerant degree (FTD) threshold is set to be
β = 0.7. The results are shown in Fig. 8 for data messages with
a delay budget of 90–100 time units. Results under other delay
budgets exhibit a similar trend and, thus, are omitted here.

Fig. 8(a) shows the performance of different schemes by
varying the number of nodes in the network. With the increase
in network size, nodes have more opportunities to meet each
other and to reach the destination. Thus, the messages have
better chances to be delivered within their delay budgets. This
explains why the delivery rate of all schemes increases.

With the increase in the message generation rate, the
proposed QoS-aware delivery scheme exhibits graceful degra-
dation in the data delivery rate [see Fig. 8(b)], because it
differentiates traffic and makes efficient use of communication
and storage resources to meet the QoS needs. For example,
when more messages with low delay budgets are generated,
the protocol postpones the transmission of some messages with
long delay budgets, such that more messages are delivered
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within their delay budgets in total. On the other hand, Best Ef-
fort, DDG, and Incentive approaches do not effectively support
traffic differentiation, thus suffering dramatic decrease in the
delivery rate.

The power-law factor δ determines the mobility pattern of
nodes. As shown in Fig. 8(c), if δ is small, all nodes tend to
have similar wide mobility and, thus, almost identical QDP ,
which consequently results in ineffective data transmission and
low delivery rate. With a large δ, on the other hand, a node stays
close to its home cell, i.e., can hardly reach any remote cells.
Lower mobility leads to lower network capacity and, thus, a
lower delivery rate.

Fig. 8(d) shows the impact of queue size. With an increase
in queue size, all schemes enjoy a higher delivery rate because
more messages can reside in the queue without being dropped.

We have also studied nodal scanning frequency. A node has
a duty cycle. It wakes up to explore possible communication
opportunities by scanning nearby nodes. The lower the scan-
ning frequency, the less the meeting events, which leads to
lower communication capacity. As a result, a lower delivery
probability is observed in Fig. 8(e). Clearly, a higher scanning
frequency is at the cost of higher energy consumption.

The FTD threshold β is introduced for redundancy control.
In Fig. 8(f), we first observe a higher delivery rate with the
increase of β, because a larger β permits more redundancy and
accordingly increases data delivery probability. However, when
β is greater than 0.7, the delivery rate starts to decrease. Due
to given constraints on communication bandwidth and nodal
queue size, the excessive redundancy created under high β often
does not contribute to improving the delivery rate. Worse yet,
it leads to inefficient use of communication opportunities and
storage space, resulting in degraded overall performance. It still
remains an open problem to find optimal β. As a rule of thumb,
the highest delivery rate is achieved when β is around 0.7–0.8
in our simulations and experiments.

VI. CONCLUSION

In this paper, we have proposed a QoS-aware data delivery
scheme for mobile opportunistic networks. It employs QDP to
reflect the capability of a node to deliver data to a destination
within a given delay budget and maintains a prioritized queue,
where the priority is determined by a function of traffic class
and dynamic redundancy to support efficient prioritization and
redundancy control. Two experiments have been carried out
to demonstrate and evaluate our proposed QoS-aware data
delivery scheme. The first experiment involves multiple clusters
of static Crossbow sensors that are connected by air and ground
mobile nodes with controlled mobility. The second experiment
is under a mobile social network setting during a period of
two weeks, where the prototype is implemented on Dell Streak
Android tablets carried by 23 volunteers with arbitrary and
diverse mobility patterns. Moreover, simulation results have
been obtained under DieselNet trace and power-law mobility
model to study scalability and performance trend. Our exper-
iments and simulations have shown that the proposed scheme
achieves efficient resource allocation according to the desired
delay budget, thus supporting effective QoS provisioning.
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