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Abstract. iCAR is a new wireless system architecture based on the integration of cellular and modern ad hoc relaying technologies.
It addresses the congestion problem due to limited channel access in a cellular system and provides interoperability for heterogeneous
networks. The iCAR system can efficiently balance traffic loads and share channel resource between cells by using ad hoc relaying stations
(ARS) to relay traffic from one cell to another dynamically. Analyzing the performance of iCAR is nontrivial as the classic Erlang-B formula
no longer applies when relaying is used. In this paper, we build multi-dimensional Markov chains to analyze the performance of the iCAR
system in terms of the call blocking probability. In particular, we develop an approximate model as well as an accurate model. While it can
be time-consuming and tedious to obtain the solutions of the accurate model, the approximate model yields analytical results that are close
to the simulation results we obtained previously. Our results show that with a limited number of ARSs, the call blocking probability in a
congested cell as well as the overall system can be reduced.
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1. Introduction

The cellular concept was introduced for wireless communi-
cation to address the problem of having scarce frequency re-
source. It is based on the sub-division of geographical area
to be covered by the network into a number of smaller ar-
eas called cells. Frequency reuse in the cells far away from
each other increases system’s capacity. But at the same time,
the cell boundaries prevent the channel resource of a system
to be fully available for users. This is because in order to
avoid potential channel interference resulted from frequency
reuse, a mobile host (MH) in a cellular system can use only
the Data Channels (DCHs) of the current serving base trans-
ceiver station (BTS), which is a subset of the data channels
available in the system. No access to DCHs in other cells
by the MH limits the channel efficiency and consequently
the system capacity. More specifically, when a call request
arrives in a cell which has no free DCHs, this call will be
blocked or dropped although there may be free DCHs in
other cells in the system. Moreover, the presence of unbal-
anced and bursty traffic (e.g., wireless data traffic) will ex-
acerbate the problem of having limited capacity and no ac-
cess to channels in other cells in existing cellular systems.
As a significant number of calls may be blocked and dropped
due to localized congestion, and the locations of congested
cells (called hot spots) vary from time to time (e.g., down-
town areas on Monday morning, or amusement parks on Sun-
day afternoon), it is difficult, if not impossible, to provide the
guarantee of sufficient resource in each cell in a cost-effective
way.

∗ This research is in part supported by NSF under the contract ANIR-ITR
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Increasing the number of DCHs in each cell, or using tech-
niques such as cell splitting, cell sectorization etc. [5,12,18] to
allow for a higher degree of frequency reuse will help increase
the system capacity, but not the efficiency to deal with the
time-varying unbalanced traffic. A main objective of iCAR
(integrated Cellular and ad hoc Relaying) is to allow the MHs
to access channel resource available almost anywhere in the
system, and therefore, can further increase the capacity as
well as the channel efficiency [17,22]. This is accomplished,
for example, by allowing a MH to use a channel available
in a nearby cell (other than the cell it is located in) via relay-
ing through ad hoc relaying stations (ARSs) which are placed
at strategic locations in a system [21]. By using ARSs, it is
possible to divert traffic from one (possibly congested) cell to
another (non-congested) cell. This helps to circumvent con-
gestion, and makes it possible to maintain (or hand-off) calls
involving MHs that are moving into a congested cell, or to ac-
cept new call requests involving MHs that are in a congested
cell. Although we will only focus on the performance im-
provement in terms of reduced blocking probability in this
paper, there are many other benefits of the iCAR system. For
example, the ARSs can, in a flexible manner, extend cellu-
lar system’s coverage (similar to the wireless routers used in
the Rooftop system [6]), and provide interoperability between
heterogeneous systems (by connecting ad hoc networks and
wireless LANs to Internet, for example). Additional benefits
include enhanced reliability (or fault-tolerance) of the system,
and potential improvement in MHs’ battery life and transmis-
sion rate.

As one would expect, the best performance of a given
cellular system is achieved when the load is perfectly bal-
anced [17]. We have also shown in [22] (via a theorem)
that the iCAR system can perform even better than a per-
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Figure 1. A relaying example where MH X communicates with BTS A through two ad hoc relay stations (ARSs) (it may also communicate with MH X′
through ARS 1).

fectly load-balanced cellular system as long as there are a
sufficient number of ARSs. In this paper, we evaluate the
performance of iCAR with a limited number of ARSs via
a multi-dimensional Markov chain model, which is differ-
ent from and yields more accurate results than the analyti-
cal model we previously presented in [22] to achieve load-
balance. The predicted performance according to our analy-
sis are verified by simulation results. Our results indicate that
an iCAR system with a limited number of ARSs is able to ef-
ficiently balance the traffic load among cells, and moreover,
overcome the barriers imposed by the cell boundaries, which
in turn, leads to significantly lower call blocking probability
than a corresponding cellular system. The analytical model
developed here is expected to be applicable to the next gen-
eration wireless systems where the coverage provided by het-
erogeneous techniques (ranging from satellite to bluetooth)
overlaps.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews the principle of operation and main benefits of
the iCAR system. Section 3 presents the performance analy-
sis of iCAR. In section 4, we show the numeric results and
discussions. Section 5 concludes the paper.

2. An overview of the iCAR system

In this section, we describe the principle of operation and the
main benefits of iCAR (see [17] for more detail). To simplify
the following presentation, we will focus on cellular systems
where each BTS is controlled by a Mobile Switching Cen-
ter (MSC) [5,18]. Major differences between BTSs and the
ARSs are as follows. Once a BTS is installed, its location is
fixed since it often has a wired (or microwave) interface to an
MSC (and a backbone network). An ARS, on the other hand,
is a wireless communication device deployed by a network
operator. It has much lower complexity and fewer function-
alities than that needed for a BTS. In addition, it may, under
the control of an MSC, have limited mobility,1 and thus can
communicate directly with an MH, a BTS, or another ARS
through the appropriate air interfaces.

1 In this study, however, we only consider static ARSs. We intend to examine
the benefit of ARSs with limited mobility in future work.

An example of relaying is illustrated in figure 1 where
MH X in cell B (congested) communicates with the BTS in
cell A (or BTS A, which is non-congested) through two ARSs
(there will be at least one ARS along which a relaying route is
set up). Note that each ARS has two air interfaces, the C (for
cellular) interface for communications with a BTS and the
R (for relaying) interface for communicating with an MH or
another ARS. Also, MHs should have two air interfaces; the
C interface for communicating with a BTS, and the R inter-
face for communicating with an ARS. In the following discus-
sion, we will assume that the R interface uses an unlicensed
band at 2.4 GHz (in the ISM band), while the C interface op-
erates at either 850 MHz for 2G systems, 1900 MHz for PCS,
or 2 GHz for 3G systems, although our concept also applies
when different bands are used. The R interface (as well as
the medium access control (MAC) protocol used) is similar
to that used in wireless LANs or ad hoc networks (see, for
example, [2,3,7–10,13–16,19,20]). Note that because multi-
ple ARSs can be used for relaying, the transmission range of
each ARS using its R interface can be much shorter than that
of a BTS, which implies that an ARS can be much smaller
and less costly than a BTS. At the same time, it is possible
for ARSs to communicate with each other and with BTSs at
a higher data rate than MHs can, due to limited mobility of
ARSs and specialized hardware (and power source).

As shown in figure 1, a relaying route between MH X and
its corresponding (i.e., caller or callee) MH X′ may also be es-
tablished (in which case, both MHs need to switch over from
their C interfaces to their R interfaces), even though the prob-
ability that this occurs is typically very low. The concept of
having an MH-to-MH call via ARSs only (i.e., no BTSs are
involved) is similar to that in ad hoc networking. A distinct
feature (and advantage) of the iCAR system is that an MSC
can perform (or at least assist in performing) critical call man-
agement functions such as authentication, billing, and locat-
ing the two MHs and finding and/or establishing a relaying
route between them. Such a feature is also important to en-
sure that switching-over of the two MHs (this concept is not
applicable to ad hoc networks) is completed fast enough so
as not to disconnect the on-going call involving the two MHs
or not to cause severe Quality of Service (QoS) degradation
(even though the two MHs may experience a “glitch” or jit-
ter).
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Figure 2. Secondary relaying to free up a channel for MH X.

• Primary relaying. In an existing cellular system, if MH X

is involved in a new call (as a caller or callee) but it is in a
congested cell B, the new call will be blocked. In iCAR,
the call may not have to be blocked. More specifically,
MH X which is in the congested cell B, can switch over
to the R interface to communicate with an ARS in cell A,
possibly through other ARSs in cell B (see figure 1 for
an example). We call this strategy primary relaying. Of
course, MH X may also be relayed to another nearby non-
congested cell other than cell A.

• Secondary relaying. If primary relaying is not possible,
because, for example in figure 1, ARS 1 is not close
enough to MH X to be a proxy (and there are no other
nearby ARSs), then one may resort to secondary relaying
so as to free up a DCH from BTS B for use by MH X. This
is illustrated in figure 2, where MH Y denotes any MH in
cell B which is currently involved in a call. As shown
in figure 2, one may establish a relaying route between
MH Y and BTS A (or any other cell). In this way, after
MH Y switches over, the DCH used by MH Y can now be
used by MH X. Note that congestion in cell B implies that
there are a lot of on-going calls and it is more likely that
one can find a relaying route between MH Y and a BTS
having available bandwidth than a relaying route between
MH X and a suitable BTS (refer to figure 1).

In addition to the above relaying strategies, one critical de-
sign issue in iCAR is the number and placement of ARSs.
In [17], we have discussed the maximum number of relay-
ing stations needed to ensure that a relaying route can be es-
tablished between any BTS and an MH located anywhere in
any cell, and proposed a Seed Growing approach for the case
where only a limited number of ARSs are available. More
specifically, some ARSs are placed as seeds at the cell bound-
aries so that they can connect to at least two BTSs, and other
ARSs grow from them (i.e., they are placed close to the seeds
so that they can communicate with each other, and accord-
ingly may connect to more than one BTSs directly or by mul-
tihop relaying through ARSs). We have also discussed and
evaluated various (seed and grown) ARS placement strate-
gies in [21]. In the following discussions, we assume that
the border-placement approach (i.e., to place an ARS at the
shared border of two cells) is adopted for the seed ARSs, and

denote the ARS coverage in terms of the percentage of a cell
covered by ARSs, by 0 < p � 1.

A more detailed description of iCAR including the ap-
plicability of primary and secondary relaying for handoff calls
can be found in [17,22]. The differences between iCAR and
related work including multi-hop cellular systems [11] and
hierarchical wireless mobile systems [1] are also discussed
in [17,22]. The main focus of this paper is the development
of an analytical model to evaluate the performance of iCAR.
Specifically, we will focus on the call blocking probability
as opposed to the call dropping probability resulted from the
handoff (and MH’s mobility). The latter, which is lower than
that in a conventional system due to the fact that a handoff call
from cell A to cell B (as in figure 1) can usually be relayed
back to cell A, will be analyzed in a separate paper.

3. Performance analysis

In this section, we will analyze the performance of the iCAR
system in terms of its call blocking probability and compare
it with that of a conventional cellular system (i.e. without re-
laying). The reduction in call blocking probability in iCAR
stems largely from its ability to allow the MHs to access the
channels that are not in the current cell and balance loads
among cells via relaying. The performance of iCAR in terms
of its dropping probability of handoff calls and signaling over-
head has been reported in [22]. Readers are also referred
to [4,23] and other literatures for additional work on the per-
formance analysis of wireless systems.

For simplicity, we assume that there is no bandwidth short-
age along any relaying routes, and one seed ARS is placed at
each shared border of two cells. The seed ARS along with the
grown ARSs around it form an ARS cluster, and the coverage
of each cluster is limited so that there is no overlap between
any two clusters. In other words, a MH can reach at most
two BTSs via relaying. For the cells which have multiple
ARS clusters, we assume all of them have the same coverage
(see figure 3(b)). We model the iCAR system using multi-
dimensional Markov chains. For both primary and secondary
relaying, we will first derive an approximation for a multi-
cell system with low computing complexity, and then illus-
trate the general accurate solutions via a two-cell system (see
figure 3(a)).

3.1. Primary relaying

In this subsection, we will analyze the performance of pri-
mary relaying based on the multi-dimensional Markov chain
model.

3.1.1. An approximate model
To obtain the approximate performance of primary relaying
in a multi-cell system, we assume that when considering a
cell (such as X in figure 3(a)), the traffic intensity and block-
ing probability of the six neighboring cells do not change as
a result of relaying (this assumption will be nullified in the
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accurate model in section 3.1.2). Let M be the number of
data channels in a cell, the state diagram is shown in figure 4,
where state j means that there are j busy channels in the cell,
λj and µj are the birth rate and death rate at state j , respec-
tively. When 0 � j < M , a state j will change to j + 1 if a
call arrives in cell X. Similarly, when a call finishes in cell X

(j > 0), the state j will change to j − 1.
Denote by Q(j) the steady state probability that the system

is at state j . According to the state diagram, we can write the
following state equations.

• For non-boundary states:

(µj + λj ) · Q(j) − λj−1 · Q(j − 1)

− µj+1 · Q(j + 1) = 0, 0 < j < M. (1)

• For boundary states:

λ0 · Q(0) − µ1 · Q(1) = 0, j = 0, (2)

µM · Q(M) − λM−1 · Q(M − 1) = 0, j = M. (3)

(a)

(b)

Figure 3. (a) A multi-cell system, in which cell X has six neighbors. Sev-
eral ARSs (forming a cluster) are placed at the shared border of two cells
(although only one ARS is shown), and each ARS cluster covers p/6 percent
of the total area of one cell. (b) A two cell system used to illustrate the accu-
rate modeling. One ARS cluster is placed at the border of the two cells, and

covers p percent of the total area of each cell.

In addition,

M∑

j=0

Q(j) = 1. (4)

In order to simplify the problem further, we use a few clas-
sic assumptions, which are also used to derive the Erlang for-
mula. More specifically, we assume the probability of a new
call arrival is independent of the number of busy sources, i.e.
λj = λ for some λ; and also, the death rate is proportional
to the number of busy sources, i.e. µj = jµ for some µ.
Note that the above state diagram and equations are indeed the
same as those for a conventional cellular system. By plugging
the assumptions into equations (1)–(4), we can obtain M + 1
equations. Solving them, we get

Q(j) = T j/j !
∑j

i=0 T i/i!
in which T = λ/µ.

Recall that, by using primary relaying, a call will be
blocked if and only if it arrives when the cell X is at state M

and the corresponding MH is not covered by ARS, or even if
it is covered by ARSs, the reachable neighboring BTS is also
congested. Hence, the blocking probability in cell X with pri-
mary relaying is (approximately)

bX_Primary = Q(M)
[
(1 − p) + pb

]

= T M/M!
∑M

i=0 T i/i!
[
(1 − p) + pb

]
, (5)

where b is the average blocking probability of all six neigh-
boring cells. Note that the equation can be adapted to a cell
when there are unevenly distributed ARS coverage along the
borders (e.g., pk instead of p/6 where

∑
pk = p) and there

are l � 6 neighboring cells, which may have different traf-
fic intensity and, thus, blocking probability bk, by replacing
p ·b with

∑l
k=0 pk · bk . In addition, this model can be used to

evaluate the blocking probability in each cell, not just cell X

in figure 3(a), in a multi-cell system with arbitrate number of
cells.

3.1.2. An accurate model
In the above approximate model, we ignored the effect of re-
laying on neighboring cells. In order to obtain accurate re-
sults, we need to keep track of the number of active channels
in not only the cell to be considered but also all of its reach-

Figure 4. State diagram to obtain approximate modeling of primary relaying.
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Figure 5. State diagram to obtain an accurate modeling of primary relaying in a two-cell system.

able neighboring cells. Here, we discuss the general solution
via a two-cell system (see figure 3(b)), while the model can
be extended to analyze a system with multiple cells as well.
The state diagram is shown in figure 5 where a state (i, j)

represents the state that there are i busy channels in cell A

and j busy channels in cell B. λA(i,j) and λB(i,j) are the birth
rate of new calls in cell A and cell B at state (i, j), respec-
tively, while µA(i,j) and µB(i,j) are the death rates in cell A

and B.
When 0 � i, j < M , the states and their transitions are

the same as those for a conventional cellular system. More
specifically, a state (i, j) will change to (i, j + 1) if a call
arrives in cell B, or to (i + 1, j) if a call arrives in cell A.
Similarly, when a call finishes in cell A or B, the state (i, j)

will change to (i −1, j) or (i, j −1). When i = M and a new
call arrives in cell A, it will be blocked in the conventional
cellular system. But by using primary relaying, the call may
be relayed to cell B if the MH is covered by ARS and cell B

is not congested (j < M). In other words, when a new call
is generated in cell A at state (M, j) where j < M , the state
may change to (M, j +1) with a probability p (see the arrows
at the top of figure 5). Similarly, as a result of relaying a call
from cell B to cell A, state (i,M) where i < M may change
to (i + 1,M) (see the arrows at the right side of figure 5).

Denote by Q(i, j) the steady state probability that the
system is at state (i, j). For given M , p, λA(i,j), λB(i,j),

µA(i,j) and µB(i,j),2 one can obtain Q(i, j) by solving a set
of (M + 1) × (M + 1) equations, one for each state (similar
to those in section 3.1.1). In the two-cell system with pri-
mary relaying, a call will be blocked if (1) the current state is
(M,M), or (2) the current state is (M, j) or (i,M) and the
corresponding MH is not covered by ARS. More specifically,
the blocking probabilities of cell A and B with primary relay-
ing are

bA_Primary = Q(M,M) +
M−1∑

j=0

Q(M, j) · (1 − p), (6)

bB_Primary = Q(M,M) +
M−1∑

i=0

Q(i,M) · (1 − p). (7)

Note that the equation can also be adapted in case the ARS
coverage in cell A and B are pA and pB , respectively (with
corresponding changes in the transitions in figure 5).

For a k-cell system, the general solution needs a
k-dimensional state diagram. When k is large, it becomes
quite complicated and time consuming to construct the state
diagram and solve the corresponding equations. But, if the
traffic load in the system is only reasonable high (but not too
high), the arrival rate of relayed calls in a cell is much lower

2 It is often reasonable as well to assume λA(i,j) = λA, λB(i,j) = λB ,
µA(i,j) = iµ and µB(i,j) = jµ for some µ.
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Figure 6. State diagram to obtain approximate modeling of secondary relaying.

than the arrival rate of the native calls which is generated by
the MHs within the cell. Then, we can analyze a cell sepa-
rately from other cells in the system, and thereby simplifying
a k-dimensional chain to a one-dimensional chain as we dis-
cussed in section 3.1.1. See also section 4 for more discus-
sion.

3.2. Secondary relaying

To analyze the performance of secondary relaying, we need
to keep track of not only the number of active channels in
each cell as we did in section 3.1, but also the number of
active MHs which are covered by ARS and directly using a
cellular channel. This can be accomplished by using a two-
dimensional state diagram to model each cell. One for active
MHs covered by ARSs and without relaying, and the other
for all active MHs. Again, we first show the approximate
approach under simplified assumptions.

3.2.1. An approximate model
Based on the similar assumptions we have discussed in sec-
tion 3.1.1 for primary relaying, we draw the simplified state
diagram as shown in figure 6. A state (i, j) (i � j ) in fig-
ure 6 means that there are j busy channels and i of them can
be released via relaying (i.e. the corresponding MHs are cov-
ered by ARS). Similar to figure 4, let λi,j be the birth rate at
state (i, j). Then, pλi,j is the arrival rate of calls covered by

ARSs, while (1−p)λi,j is the arrival rate of calls not covered
by ARSs if MHs are evenly distributed in each cell. µi,j is
the death rate of active MHs covered by ARS at state (i, j),
and µi,j is the death rate of active MH not covered by ARS
at state (i, j). When j < M and a new call comes in cell
X at state (i, j), it will change to (i + 1, j + 1) if the cor-
responding MH is covered by ARS, or change to (i, j + 1)

if it is not covered by ARS. When j > 0 and a call finishes
in cell X at state (i, j), it will change to (i − 1, j − 1) if the
corresponding MH is covered by ARS and was directly using
a DCH to access the system (which implies i > 0), or change
to (i, j − 1) otherwise. When j = M, i > 0 and a new call
comes in cell X at state (i, j), it may change to (i − 1,M) if
either primary relaying (with a probability of (1 − p) + pb)
or secondary relaying (with a probability of 1−bi) successes.

Let Q(i, j) be the probability that the system is at state
(i, j), and b is the average blocking probability of neighbor-
ing cells. According to the state diagram, we can write the
following state equations.

• For non-boundary states:

∗ 0 < i � j < M (refer to state (1,M − 1) in figure 6):

(µi,j + µi,j + λi,j ) · Q(i, j)

− p · λi−1,j−1 · Q(i − 1, j − 1)

− (1 − p) · λi,j−1 · Q(i, j − 1)

− µi,j+1 · Q(i, j + 1)

− µi+1,j+1 · Q(i + 1, j + 1) = 0. (8)
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• For boundary states:

∗ i = j = 0:

λ0,0 · Q(0, 0) − µ0,1 · Q(0, 1) − µ1,1 · Q(1, 1) = 0.

(9)

∗ i = 0, j = M:

µ0,M · Q(0,M) − (1 − p) · λ0,M−1 · Q(0,M − 1)

− (1 − b) · λ1,M · [
(1 − p) + pb

] · Q(1,M) = 0.

(10)

∗ i = j = M:
(
µM,M + (

1 − bM
) · λM,M

)

· [
(1 − p) + pb

] · Q(M,M)

− p · λM−1,M−1 · Q(M − 1,M − 1) = 0. (11)

∗ i = 0, 0 < j < M:

(µ0,j + λ0,j ) · Q(0, j)

− (1 − p) · λ0,j−1 · Q(0, j − 1)

− µ1,j+1 · Q(1, j + 1) − µ0,j+1 · Q(0, j + 1) = 0.

(12)

∗ 0 < i < M, j = M:
(
µi,M + µi,M + (

1 − bi
)

· λi,M

[
(1 − p) + pb

]) · Q(i,M)

− (1 − p) · λi,M−1 · Q(i,M − 1)

− p · λi−1,M−1 · Q(i − 1,M − 1)

− (
1 − bi+1) · λi+1,M · [

(1 − p) + pb
]

· Q(i + 1,M) = 0. (13)

∗ 0 < i = j < M:

(µj,j + λj,j ) · Q(j, j)

− p · λj−1,j−1 · Q(j − 1, j − 1)

− µj,j+1 · Q(j, j + 1)

− µj+1,j+1 · Q(j + 1, j + 1) = 0. (14)

In addition,

M∑

i=0

M∑

j=0

Q(i, j) = 1. (15)

Similar to the case for primary relaying, we assume (1) the
probability of a new call arrival is independent of the number
of busy source, i.e. λi,j = λ; (2) the death rate is proportional
to the number of busy sources, i.e. µi,j = iµ, and µi,j =
(j − i)µ. By substituting these values into equations (8)–
(15), we can get (M + 1)(M + 2)/2 equations. Solving them,
we get Q(i, j) for 0 � i � j � M .

Since a new call will be blocked if and only if (1) the cur-
rent state is (i,M), and (2) primary relaying is failed, and
(3) secondary relaying is failed either (none of the i MHs,

which are covered by ARS, can find a non-congested reach-
able cell), the approximation of blocking probability in cell X

after secondary relaying is

bX_Secondary =
M∑

i=0

Q(i,M) · bi · [(1 − p) + pb
]
. (16)

As in the case for primary relay, one can apply the model to
any cell (not just cell X in figure 3(b)) in a multi-cell sys-
tem. In addition, it is also possible to extend equation (16)
when cell X is surrounded by less than six neighbors, having
different traffic intensity and blocking probabilities.

3.2.2. An accurate model
We now illustrate the accurate model for a two-cell system.
But this model can also be extended for a multi-cell system as
well. The state diagram which has four dimensions to take the
effect of relaying on the neighboring cell (in a two cell sys-
tem) into consideration is sketched in figures 7 and 8, where a
state (i, j ; s, t) means that there are j and t active MHs (each
using a DCH) in cell A and B, respectively, of which i � j

and s � t are covered by ARS, respectively. λA(i,j ;s,t) and
λB(i,j ;s,t) are the birth rate of new calls at state (i, j ; s, t) in
cell A and cell B at state (i, j ; s, t), respectively. Similar to
the approximate approach, pλA(i,j ;s,t) and pλB(i,j ;s,t) are the
arrival rates of calls covered by ARSs, while (1−p)λA(i,j ;s,t)
and (1 − p)λB(i,j ;s,t) are the arrival rates of calls not cov-
ered by ARSs. µA(i,j ;s,t) and µB(i,j ;s,t) are the death rates
of active MHs which are covered by ARSs in cell A and B.
µA(i,j ;s,t) and µB(i,j ;s,t) are the death rates of active MHs
which are not covered by ARSs.

Figure 7 shows a subset of (M + 1)(M + 2)/2 states, and
the transitions among them due to call arrival/departure in
cell B when cell A has j active channels and i of them can
be released via relaying. For instance, when t < M and a
new call comes in cell B at state (i, j ; s, t), it will change
to (i, j ; s + 1, t + 1) if the corresponding MH is covered by
ARS, or change to (i, j ; s, t + 1) if it is not covered by ARS.
When t > 0 and a call finishes in cell B at state (i, j ; s, t),
it will change to (i, j ; s − 1, t − 1) if the corresponding MH
is covered by ARS and s > 0, or change to (i, j ; s, t − 1)

otherwise.
If we treat the two-dimensional diagram in figure 7 as a

cluster (i, j), we can construct the state diagram for the entire
two-cell system as shown in figure 8 where different clusters
represent different i and j combinations. The two thick ar-
rows between a pair of clusters represent two groups of tran-
sitions between all the corresponding states in the two clus-
ters. For example, the thick arrow from cluster (0, 0) to clus-
ter (0, 1) includes the (M + 1)(M + 2)/2 transitions from
(0, 0; 0, 0) to (0, 1; 0, 0), from (0, 0; 0, 1) to (0, 1; 0, 1), . . . ,
from (0, 0; s, t) to (0, 1; s, t), . . . , and from (0, 0; M,M) to
(0, 1; M,M). Since s and t are fixed, and only i and j can
vary, the group transitions in each thick arrow are actually
very similar to those intra-cluster transitions shown in figure 7
where i and j are fixed and only s and t can vary.
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Figure 7. State diagram to obtain an accurate modeling of secondary relaying in a two-cell system. Part 1.

Figure 8. State diagram to obtain an accurate modeling of secondary relaying in a two-cell system. Part 2.
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In addition to the transitions depicted by the thick arrows,
there are other transitions between the two states due to relay-
ing as follows.

• When t = M , s = 0, j < M and a new call comes
to cell B, the state may change from (i, j ; 0,M) to
(i, j + 1; 0,M) with a probability of p via primary re-
laying (see transition 1 in figure 8, for example).

• When t = M , s > 0, j < M and a new call comes
to cell B, the state may change from (i, j ; s,M) to
(i, j + 1; s,M) with a probability of p via primary relay-
ing (see transition 3 in figure 8, for example). If primary
relaying fails, the state will change to (i, j + 1; s − 1,M)

(see transition 2 in figure 8, for example).

• When j = M , i = 0, t < M and a new call comes
to cell A, the state may change from (0,M; s, t) to
(0,M; s, t + 1) with a probability of p via primary re-
laying (see transition 4 in figure 8, for example).

• When j = M , i > 0, t < M and a new call comes
to cell A, the state may change from (i,M; s, t) to
(i,M; s, t + 1) with a probability of p via primary relay-
ing (see transition 5 in figure 8, for example). If primary
relaying fails, the state will change to (i − 1,M; s, t + 1)

(see transition 6 in figure 8, for example).

Let Q(i, j ; s, t) be the probability that the system is
at state (i, j ; s, t), for given M , p, λA(i,j ;s,t), λB(i,j ;s,t),
µA(i,j ;s,t) and µB(i,j ;s,t), we can obtain Q(i, j ; s, t) by solv-
ing a set of equations, one for each state (although this might
be time-consuming which is why we may use the approximate
model described earlier in section 3.2.1). In a system applying
secondary relaying,3 a call will be blocked if (1) j = t = M ,
or (2) a new call comes to cell B at state (i, j ; 0,M) with
j < M and the corresponding MH is not covered by ARS,
or (3) a new call comes to cell A at state (0,M; s, t) and the
corresponding MH is not covered by ARS. More specifically,
the blocking probabilities of cell A and B with secondary re-
laying are

bA_Secondary =
M∑

i=0

M∑

s=0

Q(i,M; s,M)

+
M−1∑

t=0

t∑

s=0

Q(0,M; s, t) · (1 − p), (17)

bB_Secondary =
M∑

i=0

M∑

s=0

Q(i,M; s,M)

+
M−1∑

j=0

j∑

i=0

Q(i, j ; 0,M) · (1 − p). (18)

As in the primary relaying, the accurate model developed
above can also be extended to a multi-cell system. Such an
accurate model (as well as the one developed for primary re-

3 When using secondary relaying, it implies that primary relaying is also
used.

Figure 9. A three tier system considered in our analysis.

laying) serves also as a guideline for developing any further
approximations, and thus, is of theoretical value.

4. Numeric results and discussions

In this section, we plug in reasonable values of parameters
in equations (5) and (8)–(16) and obtain numeric results to
show the performance improvement by using the iCAR sys-
tem. More specifically, we consider a 19-cell system shown
in figure 9 and assume that there are M = 50 DCHs in
each cell. The traffic intensities in cells A, tier B and tier C

cells are TA, TB and TC Erlangs, respectively with an average
holding time 120 s. The blocking probabilities of the three
tier cells without relaying are denoted as BA, BB and BC .
When we consider cell A, the average blocking probabil-
ity of neighboring cells is BB . When we consider tier B

cells, the average blocking probability of neighboring cells
is (1/6)BA + (2/6)BB + (3/6)BC . The default value of the
ARS coverage p is assumed to be 0.23. We will study three
scenarios as follows.

4.1. Scenario 1: Vary the traffic intensity of the entire system

In this scenario, we assume the traffic intensity to be location-
dependent. More specifically, it decreases at a rate of 0.8 from
one tier of cells to another, which means that TB = 0.8TA and
TC = 0.8TB . Assuming that TA increase from about 41 Er-
langs to about 53 Erlangs, TB and TC also increase accord-
ingly. The results for cell A and tier B cells are shown in
figure 10(a) and (b), respectively. As we can see, with any
increase of traffic intensity, the blocking probability in cell A

will exceed the acceptable level (usually 2%), and can be as
high as about 15% when TA = 53 Erlangs. With relaying, es-
pecially secondary relaying, we can significantly reduce the
new call blocking probability in both cell A and tier B cells,
and therefore, increase the system capacity.

We also plot the simulation results in figure 10 as a com-
parison. They were obtained from a system similar to the one
used here, and with the same value of M and p (see [22] for
more details of simulation). When traffic intensity is not very
high (TA < 50 Erlangs), the analysis results match with simu-
lation results very well for both primary and secondary relay-
ing, in both cell A and tier B cells. When TA > 50 Erlangs,
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the difference between analysis results and simulation results
on the blocking probability in cell A with secondary relaying
increases. Such a difference is due to the fact that we have
assumed that neighboring tier B cells are not affected by the
relayed traffic in the simplified analytical model. Since when
TA > 50 Erlangs, cell A is heavily congested with a blocking
probability higher than 10% without relaying and even with
secondary relaying the blocking probability is above 2%, it
is likely that a wireless system will not operate under such a
heavy traffic load. Therefore, the simplified analysis model is
good enough within a reasonable operating range.

Figure 10. Scenario 1: blocking probability in cell A and cell B.

4.2. Scenario 2: Vary the traffic intensity in cell A and tier B

cells

In this scenario, we study the performance of iCAR with dif-
ferent traffic intensity in cell A and tier B cells. We first fix
the traffic intensity in tier B and tier C cells and increase
TA. The blocking probability of cells B and C without re-
laying are assumed to be 2% and 1%, which corresponds to
TB = 40.25 Erlangs and TC = 37.90 Erlangs, respectively.
The traffic intensity in cell A (TA) increases from 40.25 Er-
langs (which corresponds to about 2% blocking probability
in cell A without relaying) to as high as 49.25 Erlangs. The
blocking probability of cell A and cell B due to relaying is
shown in figure 11(a) and (b). Similar to figure 10, with the
increase in traffic intensity, the blocking probability in cell A

due to secondary relaying is much lower than that without re-
laying.

Figure 11(c) and (d) shows the results when we fix the traf-
fic intensity of cell A and tier C cells, and increase TB . As we
can see, the blocking probability of cell A is not affected by
the increasing traffic intensity in tier B cells, although BB in-
creases with TB .

4.3. Scenario 3: Vary the ARS coverage p

In this scenario, we fix TA, TB and TC . The blocking prob-
ability of cells A, B and C without relaying are assumed to
be 5%, 2% and 1%, which corresponds to TA = 44.5 Er-
langs, TB = 40.25 Erlangs and TC = 37.90 Erlangs, respec-
tively. The ARS coverage p increases from 0.1 to 0.68 which
is the maximum ARS coverage so that the seed ARSs do not

Figure 11. Scenario 2: blocking probability in cell A and B.
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Figure 12. Scenario 3: blocking probability in cell A.

overlap. The results are shown in figure 12. We plot the re-
sults using both the normal scale (upper) and log-scale (lower)
for clarity. With the increase of ARS coverage, the blocking
probability of primary relaying decreases linearly, while the
blocking probability of secondary relaying decreases expo-
nentially. As can be seen, by using secondary relaying and
with a large enough ARS coverage, the hot-spot in iCAR can
be effectively eliminated.

5. Conclusions

In this paper, we have analyzed the performance of a novel ar-
chitecture for next generation wireless systems called iCAR,
which integrates the traditional cellular and modern ad hoc
relaying technologies. The basic idea of the iCAR is to place
a number of ad hoc relaying stations (ARS) in a cellular sys-
tem to divert traffic in one (possibly congested) cell to another
non-congested cell and this makes the classic Erlang-B for-
mula no longer applicable when analyzing the performance
of iCAR. We have modeled the iCAR system by multi-
dimensional Markov chains and compared the performance of
the iCAR system with that of conventional cellular system in
terms of call blocking probability. While the proposed accu-
rate model provides a guideline for developing approximate
solutions, the approximate model developed yields reason-
able results which have been verified by the simulations. Our
results have shown that iCAR can reduce the new call block-
ing probability and increase the system capacity by sharing
the data channels with other cells in the system and break-
ing the channel access barriers imposed by cell boundaries.
The analysis of the call blocking probability represents the
first step in evaluating the performance of iCAR. Finally, the
analytical models developed may be applied to a new genera-
tion of wireless system with partially overlapped coverage (as
provided by a satellite and terrestrial network) and in general,
a queuing system with multiple queues served with multiple
but partially shared resources.
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