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Abstract—This paper focuses on the Delay/Fault-Tolerant Mobile Sensor Network (DFT-MSN) for pervasive information gathering.
We develop simple and efficient data delivery schemes tailored for DFT-MSN, which has several unique characteristics, such as

sensor mobility, loose connectivity, fault tolerability, delay tolerability, and buffer limit. We first study two basic approaches, namely,
direct transmission and flooding. We analyze their performance by using queuing theory and statistics. Based on the analytic results

that show the trade-off between data delivery delay/ratio and transmission overhead, we introduce an optimized flooding scheme that
minimizes transmission overhead in flooding. Then, we propose two simple and effective DFT-MSN data delivery schemes, namely,

the Replication-Based Efficient Data Delivery Scheme (RED) and the Message Fault Tolerance-Based Adaptive Data Delivery
Scheme (FAD). The RED scheme utilizes the erasure coding technology in order to achieve the desired data delivery ratio with

minimum overhead. It consists of two key components for data transmission and message management. The former makes the
decision on when and where to transmit data messages according to the delivery probability, which is the likelihood that a sensor can

deliver data messages to the sink. The latter decides the optimal erasure coding parameters (including the number of data blocks and
the needed redundancy) based on its current delivery probability. The FAD scheme employs the message fault tolerance, which

indicates the importance of the messages. The decisions on message transmission and dropping are made based on fault tolerance
for minimizing transmission overhead. The system parameters are carefully tuned on the basis of thorough analyses to optimize

network performance. Extensive simulations are carried out for performance evaluation. Our results show that both schemes achieve a
high message delivery ratio with acceptable delay. The RED scheme results in lower complexity in message and queue management,

while the FAD scheme has a lower message transmission overhead.

Index Terms—Delay/fault-tolerant mobile sensor network, delivery delay, delivery probability, DFT-MSN, erasure coding, pervasive

information gathering, queuing theory, replication, transmission overhead.

Ç

1 INTRODUCTION

PERVASIVE information gathering plays a key role in
many applications. One typical example is flu virus

tracking, where the goal is to collect data regarding the flu
virus (or any epidemic disease in general) from an area
with high human activity in order to monitor and prevent
the explosion of devastating flu. Another example is air
quality monitoring, where the goal is to track the average
toxic gas taken in by people every day. The aforemen-
tioned applications share several unique characteristics.
First, the data gathering is human-oriented. More specifi-
cally, while samples can be collected at strategic locations
for flu virus tracking or air quality monitoring, the most
accurate and effective measurement shall be taken from
the people, making it a natural approach to deploy
wearable sensing units that closely adapt to human
activities. Note that, while concerns may be raised over
personal privacy, it is a separate issue which is out the
scope of this paper. Second, we observe that delay and
faults are usually tolerable in such applications, which aim

at gathering massive information from a statistical
perspective and to update the information base periodi-
cally. In addition, this information gathering should be
transparent, without any interference on people’s daily
lives. For example, a person should not be asked to take
special actions (e.g., to move to a specific location) to
facilitate information acquisition and delivery.

Information gathering relies on sensors. The mainstream
approach is to densely deploy a large number of small,
highly portable, and inexpensive sensor nodes with low
power, short range radio to form a connected wireless mesh
network. The sensors in the network collaborate to acquire
the target data and transmit them to the sink nodes [1]. This
approach, however, may not work effectively in the
aforementioned application scenarios because the connec-
tivity between the mobile sensors is poor and, thus, it is
difficult to form a well-connected mesh network for
transmitting data through end-to-end connections from
the sensor nodes to the sinks.

In this research, we propose a Delay/Fault-Tolerant Mobile
Sensor Network (DFT-MSN) for pervasive information
gathering. A DFT-MSN consists of two types of nodes, the
wearable sensor nodes and the high-end sink nodes. The
former are attached to people, gathering target information
and forming a loosely connected mobile sensor network for
information delivery (see Fig. 1 for mobile sensors S1 to S10

scattered in the field, where only S2 and S3, S4 and S5, and
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S6 and HES2 can communicate with each other at this
moment). Since the transmission range of a sensor is usually
short, it cannot deliver the collected data to the destination
(e.g., a data server) directly. As a result, a number of high-
end nodes (e.g., mobile phones or personal digital assistants
with sensor interfaces) are either deployed at strategic
locations with high visiting probability or carried by a
subset of people, serving as the sinks to receive data from
wearable sensors and forward them to access points of the
backbone network (see HES1 and HES2 in Fig. 1). It is
assumed that the high-end nodes that serve as sinks may
connect to backbone access points all the time if necessary.
With its self-organizing ability, DFT-MSN is established on
an ad hoc basis without preconfiguration.

Although it has similar hardware components, DFT-
MSN distinguishes itself from conventional sensor net-
works by the following unique characteristics:

. Nodal mobility: The sensors and the sinks are
attached to people with various types of mobility.
Thus, the network topology is dynamic (similar to
the mobile ad hoc network).

. Sparse connectivity: The connectivity of DFT-MSN
is very low, forming a sparse sensor network
where a sensor is connected to other sensors only
occasionally.

. Delay tolerability: Data delivery delay in DFT-MSN
is high due to the loose connectivity among sensors.
Such delay, however, is usually tolerable by the
applications that aim at pervasive information
gathering from a statistic perspective.

. Fault tolerability: Redundancy (e.g., multiple copies
of a data message) may exist in DFT-MSN during
data acquisition and delivery. Thus, a data message
may be dropped without degrading the performance
of information gathering. A similar idea has also
been found in [2] to deal with the trade-off between
transport reliability and energy consumption in
sensor networks.

. Limited buffer: Similar to other sensor networks,
DFT-MSN consists of sensor nodes with limited
buffer space. This constraint, however, has a higher
impact on DFT-MSN because the sensor needs to
store data messages in its queue for a much longer
time before sending them to another sensor or the
sink, exhibiting challenges in queue management.

In addition, DFT-MSN also shares characteristics of other
sensor networks, such as a short radio transmission range,
low computing capability, and limited battery power.

DFT-MSN is fundamentally an opportunistic network,
where communication links exist with certain probabilities.
In such a network, replication is necessary for data delivery
in order to achieve a certain success ratio [3]. Clearly,
replication also increases the transmission overhead. Thus,
it is a key issue to deal with the trade-off between data
delivery ratio/delay and overhead in DFT-MSN.

This paper focuses on the development of simple and
efficient data delivery schemes tailored for DFT-MSN with
the above unique characteristics. Motivated by the Delay-
Tolerant Network (DTN) [4] and pertinent work to be
discussed in Section 2, we first study two basic approaches,
namely, direct transmission and flooding. We analyze their
performance by using queuing theory and statistics. Based
on the analytic results that show the trade-off between data
delivery delay/ratio and transmission overhead, we intro-
duce an optimized flooding scheme that minimizes trans-
mission overhead in flooding. Then, we propose two simple
and effective DFT-MSN data delivery schemes, namely,
Replication-Based Efficient Data Delivery Scheme (RED) and
Message Fault Tolerance-Based Adaptive Data Delivery Scheme
(FAD). The RED scheme utilizes the erasure coding
technology tailored for DFT-MSN in order to achieve the
desired data delivery ratio with minimum overhead. It
consists of two key components for data transmission and
message management, respectively. The former makes a
decision on when and where to transmit data messages
according to the delivery probability, which is the likelihood
that a sensor can deliver data messages to the sink. The
latter decides the optimal erasure coding parameters
(including the number of data blocks and the needed
redundancy) based on its current delivery probability. The
FAD scheme employs the message fault tolerance, which
indicates the importance of the messages. The decisions on
message transmission and dropping are made based on
fault tolerance for minimizing transmission overhead. The
system parameters are carefully tuned according to thor-
ough analyses to optimize network performance. Extensive
simulations have been carried out for performance evalua-
tion. Our results show that the proposed DFT-MSN data
delivery schemes achieve a high message delivery ratio
with acceptable delay and transmission overhead.

The rest of the paper is organized as follows: Section 2
discusses related work. Section 3 presents our studies on
two basic approaches. Section 4 and Section 5 introduce the
proposed data delivery schemes. Section 6 presents the
simulation results and discussion. Finally, Section 7 con-
cludes the paper.

2 RELATED WORK

The Delay-Tolerant Network (DTN) is an occasionally
connected network that may suffer from frequent partitions
and that may be composed of more than one divergent set
of protocol families [4]. DTN originally aimed to provide
communication for the Interplanetary Internet, which focused
primarily on the deep space communication in high-delay
environments and the interoperability between different
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Fig. 1. An overview of the integrated self-configurable wireless mesh
network and delay/fault-tolerant mobile sensor system. S1-S10: sensors;
HES1-HES2: high end sensors (sinks); AP1-AP9: access points of
backbone network.



networks deployed in extreme environments lacking con-
tinuous connectivity [4], [5]. An overall architecture of DTN
has been proposed in [5], and it operates as an overlay
above the transport layer to provide services such as in-
network data storage and retransmission, interoperable
naming, authenticated forwarding, and a coarse-grained
class of service. In [6], Burleigh et al. identify several
fundamental principles that would underlie a DTN archi-
tecture and propose a new end-to-end overlay network
protocol called Bundling. In [7], Fall et al. investigate the
custody transfer mechanism to ensure reliable hop-by-hop
data transmission, thus enhancing the reliability of DTN.
That work also extends the DTN architecture with the
concept of transaction abort.

DTN technology has been recently introduced into
wireless sensor networks. Its pertinent work can be
classified into the following three categories, according to
their differences in nodal mobility: 1) Network with Static
Sensors. The first type of DTN-based sensor networks are
static. Due to limited transmission range and battery power,
the sensors are loosely connected to each other and may be
isolated from the network frequently. For example, the
Ad Hoc Seismic Array developed at the Center for
Embedded Networked Sensing (CENS) employs seismic
stations (i.e., sensors) with large storage space and enables
store and forward of bundles with custody transfer between
intermediate hops [8]. In [9], wireless sensor networks are
deployed for habitat monitoring, where the sensor network
is accessible and controllable by the users through the
Internet. The SeNDT (Sensor Networking with Delay
Tolerance) project targets at developing a proof-of-concept
sensor network for lake water quality monitoring, where
the radio connecting sensors are mostly turned off to save
power, thus forming a loosely connected DTN network [10].
DTN/SN focuses on the deployment of sensor networks
that are interoperable with the Internet protocols [11]. Ho
and Fall [12] propose employing the DTN architecture to
mitigate communication interruptions and provide reliable
data communication across heterogeneous, failure-prone
networks. 2) Network with Managed Mobile Nodes. In the
second category, mobility is introduced to a few special
nodes to improve network connectivity. For example, the
Data Mule approach is proposed in [13] to collect sensor
data in sparse sensor networks, where a mobile entity called
data mule receives data from the nearby sensors, tempora-
rily stores them, and drops off the data to the access points.
This approach can substantially save the energy consump-
tion of the sensors as they only transmit over a short range
and, at the same time, enhance the serving range of the
sensor network. 3) Network with Mobile Sensors. While all of
the above delay-tolerant sensor networks center at static
sensor nodes, ZebraNet [14] employs the mobile sensors to
support wildlife tracking for biology research. The Zebra-
Net project targets building a position-aware and power-
aware wireless communication system. A history-based
approach is proposed for routing, where the routing
decision is made according to the node’s past success rate
of transmitting data packets to the base station directly. The
pioneering work of ZebraNet has motivated our research on
mobile sensor networks. When a sensor meets another

sensor, the former transmits data packets to the latter if the
latter has a higher success rate. This simple approach,
however, does not guarantee any desired data delivery
ratio. The Shared Wireless Info-Station (SWIM) system is
proposed in [15], [16] for gathering biological information of
radio-tagged whales. It is assumed in SWIM that the sensor
nodes move randomly and, thus, every node has the same
chance to meet the sink. A sensor node distributes a number
of copies of a data packet to other nodes so as to reach the
desired data delivery probability. In many practical
applications, however, different nodes may have different
probabilities to reach the sink and, thus, SWIM may not
work efficiently. Worse yet, some nodes may never meet the
sink, resulting in failure of data delivery in SWIM. The
pioneering work of ZebraNet and SWIM has motivated our
research on mobile sensor networks. At the same time, we
observe that the data transmission schemes employed in
ZebraNet and SWIM are based on the direct contact
probability between sensor and sink and are, thus, ineffi-
cient. In addition, an erasure coding-based data forwarding
algorithm is proposed for opportunistic networks in [17].
The simulation results show that this algorithm provides
the best worst-case delay performance with a fixed amount
of overhead. However, it neither explains how to determine
the optimal value of replication overhead nor discusses the
distribution scheme for the coded messages.

DTN technology has also been employed in mobile
ad hoc networks. A Context-Aware Routing (CAR) algo-
rithm is proposed in [18] to provide asynchronous commu-
nication in partially-connected mobile ad hoc networks. In
[19], LeBrun et al. consider highly mobile nodes that are
interconnected via wireless links. Such a network can be
used as a transit network to connect other disjoint ad hoc
networks. Five opportunistic forwarding schemes are
studied and compared therein. Zhao et al. [20] propose a
Message Ferrying (MF) approach for sparse mobile ad hoc
networks, where network partitions can last for a significant
period. The basic idea is to introduce deterministic nodal
movement and exploit such nonrandomness to help data
delivery. In PROPHET [21], each node maintains a delivery
predictability vector, which indicates its likelihood to meet
other nodes. The messages can then be forwarded from the
low-predictability nodes to the high-predictability nodes.
This simple approach may result in high overhead due to
the maintenance of the delivery predictability vector and
the excessive message copies generated during forwarding.
Hui et al. [22] study the human mobility patterns. They
reveal that some nodes are more likely to meet with each
other so that the network may be better described by a
community model. Ghosh et al. [23] study the sociological
movement pattern of mobile users and propose a series of
sociological orbit-based routing protocols.

3 STUDIES OF TWO BASIC APPROACHES

We first study two basic approaches and analyze their
performance. Without loss of generality, we consider a
network that consists of N sensors and n sink nodes
uniformly distributed in an area of 1! 1. We assume that
a sensor or a sink has a fixed radio transmission range,
forming a radio coverage area denoted by a (a" 1). We
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define the service area of a sink node to be its radio coverage
area (i.e., a). The total service area of all sink nodes in the
network is denoted by A (A < 1). Clearly, A ¼ 1$ ð1$ aÞn.
Given the very short radio transmission range and the
small number of sinks, the probability that two or more
sinks share an overlapped service area is low. Thus,
A ¼ 1$ ð1$ aÞn ' na.

3.1 Basic Approach I: Direct Transmission

The Basic Approach I is a direct transmission scheme,
where a sensor transmits directly to the sink nodes only.
More specifically, assume that the generated data message
is inserted into a first come, first served (FCFS) queue.
Whenever the sensor meets a sink, it transmits the data
messages in its queue to the sink. A sensor does not receive
or transmit any data messages of other sensors.

The sensors are usually activated and deactivated
periodically. For analytic tractability, we assume the
sensor’s activation period to be an exponentially distributed
random variable with a mean of T . The sensor performs
sensing and generates one data message upon waking up in
each period. In addition, we assume the length of the
message is equal to a constant of L. Since the activation
period is exponentially distributed, the message arrival is a
Poisson process with an average arrival rate of ! ¼ 1=T . The
service rate, ", depends on the available bandwidth (w)
between a sensor and a sink and the probability (p) that a
sensor is able to communicate with the sink. To facilitate
our illustration, we first assume the bandwidth to be a
constant. Possible bandwidth variations due to channel
contention will be considered later in this section. Since the
sensors and the sink nodes are uniformly distributed, the
probability that a sensor is within the coverage of at least
one sink node is determined by the total service area of all
sink nodes, i.e., p ¼ A ¼ 1$ ð1$ aÞn ' na. We now prove
that the service time is a random variable with Pascal
distribution.

Lemma 1. Given a constant message length of L, a fixed channel
bandwidth of w (per time slot), and a service probability of p,
the service time of the message is a random variable with
Pascal distribution.

Proof. Denote a random variable X to be the service time.
Let s be the number of time slots required to transmit a
message if the node is within the service area. With
constant message length L and fixed bandwidth w, we
have s ¼ L

w . In each time slot, a node has the probability
of p to be within the service area. Thus, the distribution
function of X, i.e., the probability that the message can be
transmitted within no more than x time slots, is

FXðxÞ ¼
Xx$s

i¼0

sþ i$ 1
s$ 1

! "
psð1$ pÞi: ð1Þ

This is the Pascal distribution with a mean value of sp and
variation of s!ð1$pÞ

p2 . tu

3.1.1 Infinite Buffer Space

We first assume that the sensor has infinite buffer space.
With a Poisson arrival rate and a Pascal service time,
data generation and transmission can be modeled as an

M/G/1 queue with ! ¼ 1
T and " ¼ p

s ¼
Aw
L . In order to

arrive at the steady state, we have ! < ", leading to the
minimum service area

A >
L

T ! w
: ð2Þ

In other words, the queue will be built up to infinite length
if the service area is less than L

T!w .
For a given message arrival rate ! and service rate ", we

can derive the average number of messages (including the
one currently being served) at a sensor,

q ¼ #þ #
2 þ !2 ! #2

2! ð1$ #Þ ; ð3Þ

where # ¼ !
" , and the average message delivery delay of

! ¼ q

!
: ð4Þ

Assume each sensor consumes J joules to transmit a
message and ignore the data processing power. The average
power consumption to deliver a message to the sink is

E ¼ J: ð5Þ

3.1.2 Finite Buffer Space

With finite buffer space (e.g., by assuming each sensor able
to keep maximum K messages in its queue), the data
generation and transmission can be modeled as an M/G/
1/K queue. The message arrival rate (!) and the service rate
(") are calculated in the same way as discussed in
Section 3.1.1. Now, we derive the steady state probabilities
of this M/G/1/K queue. Let kn denote the probability of
n arrivals during the period for serving a message.
According to the Poisson distribution of message arrival,
we have

kn ¼
X1

t¼s

e$!tð!tÞn

n!
! t$ 1

s$ 1

! "
psð1$ pÞt$s: ð6Þ

Let $i denote the probability that the system size (i.e., the
remaining number of messages right after the current mess-
age being served) is i. Then, the stationary equations are

$i ¼
$0ki þ

Piþ1
j¼1 $jki$jþ1; ði ¼ 0; 1; ) ) ) ; K $ 2Þ

1$
PK$2

j¼0 $j; ði ¼ K $ 1Þ:

(
ð7Þ

Plugging (6) into (7), we obtain K equations with K un-
knowns. Solving them, we arrive at f$i j 0 * i * K $ 1g.
Thus, the average number of messages (including the one
currently being served) at a sensor is

q ¼
XK$1

i¼0

i$i: ð8Þ

Note that, since the buffer space is limited, a fraction of
messages are dropped upon arrival. Denote q0i to be the
probability that an arriving message finds a system with
i messages. Then, q0K is the message dropping probability,

q0K ¼
#$ 1þ $0

$0þ#

#
; ð9Þ
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where # ¼ !
" . Since dropped messages do not join the queue,

the effective message arrival rate is

!e ¼ !ð1$ qK 0Þ: ð10Þ

Thus, the average message delivery delay equals

! ¼ q

!e
: ð11Þ

3.1.3 Further Discussion

If the service area of a sink (i.e., a) is large, multiple
nearby sensors may transmit at the same time. Thus, the
channel bandwidth w is not a constant. As a result, this is
no longer a Markov process. If we consider the average
service time only, however, we may still use the queuing
models discussed in Sections 3.1.1 and 3.1.2 to obtain
approximate results.

Assume that the total available bandwidthW is shared by
all sensors that are in the service area of a sink. The average
data transmission rate of a sensor is w ¼ W

L !
1

1þðN$1Þa!"
,

where !
" is the probability that a sensor has data messages

in its queue and, accordingly, 1þ ðN $ 1Þa !" is the average
number of active sensors that transmit to the sink. Therefore,

" ¼ wp
L
¼ p

L
! W

1þ ðN $ 1Þa !"
; ð12Þ

i.e.,

" ¼ pW
L
$ ðN $ 1Þa!: ð13Þ

The validity of above analytic models will be discussed next
in Section 3.1.4.

3.1.4 Numeric Results
We have carried out simulations to validate our analytic
models. The network is deployed in an area of 100! 100 m2,
and the transmission range of each node is 10 m. For
simplicity, the sink nodes are placed far away from each
other so that there is no overlap among their service areas.
The sensor nodes and the sink nodes are all moving
randomly. Other simulation parameters are shown in the
captions of Fig. 2 and Fig. 3.

Fig. 2 depicts the results for the network with infinite
buffer space. As can be seen, the analytic results match the
simulation results very well. With an increase in message
length, the traffic load increases, thus resulting in a longer
average system size (i.e., the total number of messages that
are currently being served or waiting in the queue) and a
longer average message delivery delay.

For the network with finite buffer space, we also observe
a good match between simulation and analytic results, with
a maximum difference of around 6 percent on system size
and 1 percent on dropping rate (see Fig. 3). Since the buffer
size is limited, a fraction of arrival traffic is dropped when
the queue is full. As a result, the average system size is
smaller compared with the case of infinite buffer space. The
message dropping rate increases with the message length.

3.2 Basic Approach II: Flooding
The second basic approach is flooding. We first discuss the
simple flooding scheme and then introduce an optimized
flooding scheme.
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Fig. 2. Performance of direct transmission with infinite buffer space
under N ¼ 100, n ¼ 10, T ¼ 50, w ¼ 150, and a ¼ 0:0314. (a) System
size. (b) Delivery delay.

Fig. 3. Performance of direct transmission with finite buffer space under
N ¼ 100, n ¼ 10, K ¼ 20, T ¼ 20, w ¼ 20, and a ¼ 0:0314. (a) System
size. (b) Dropping rate.



3.2.1 Simple Flooding

In the simple flooding scheme, a sensor always broadcasts
the data messages in its queue to nearby sensors, which
receive the data messages, keep them in queue, and
rebroadcast them. Intuitively, this approach achieves a
lower data delivery delay at the cost of more traffic
overhead and energy consumption.

Similar queuing models, as discussed in Section 3.1, can
be employed for analyzing this flooding approach. Com-
pared with Basic Approach I, where message arrival
depends on message generation only, a sensor in the
flooding approach not only generates its own data
messages but also receives messages from other sensors,
resulting in a higher !. On the other hand, since a sensor
may transmit to other sensors in addition to the sinks, the
service rate is also higher. The queue length and queuing
delay can be derived accordingly.

In the Basic Approach I, the queuing delay is the same as
the data message delivery delay because a sensor transmits
to the sink nodes only. In the flooding approach, however,
they are different due to the duplicate messages at multiple
sensor nodes. To analyze the message delivery delay, we
consider a data message generated by a sensor with infinite
buffer space. For simplicity, we assume the sensor’s
activation period to be a constant T within which the
sensor can transmit its messages to its neighbors that are
activated at the same time. We assume the bandwidth is
high enough such that the sensor can always transmit its
data messages when it meets other active sensors or the sink
nodes. We also assume the mobility is high enough and the
network is large enough such that the sensor always meets
different neighbors when it wakes up. We study a sequence
of activation periods after the message is generated. p is the
probability that a sensor can communicate with at least one
sink node when it is activated. As we have discussed in
Section 3.1, p ¼ A ¼ 1$ ð1$ aÞn ' na. Denote pj to be the
probability that the message is not delivered to the sink
nodes in the first j$ 1 periods and at least one copy of the
message is delivered to the sink in the jth period. Let Nj

denote the number of sensors that have a copy of the
message in the jth period if the message has not been
delivered to the sink. Nj is calculated as follows:

Nj ¼
ðN $ 1Þaþ 1; j ¼ 1
ðN $Nj$1Þð1$ ð1$ aÞNj$1Þ þNj$1; j > 1:

#
ð14Þ

Consequently, pj is derived below,

pj ¼
p; j ¼ 1
ð1$ ð1$ pÞNj$1Þð1$

Pj$1
i¼1 piÞ; j > 1:

#
ð15Þ

Thereupon, the average delay of delivering the data
message is expressed by

! ¼ T
X1

j¼1

j! pj: ð16Þ

Note that, when N1 ¼ N2 ¼ . . . ¼ 1, the above analysis turns
into an alternative model for the Basic Approach I, where
the sensor transmits its data messages to the sink directly
and, thus, there is only a single copy of a message in the
network.

Since many copies of a given message exist in the
network and a sensor is not aware whether the sink has
received it or not, the message is eventually received and
transmitted once by every sensor node, resulting in a total
of N copies. Accordingly, the average power consumption
per message is proportional to the network size, i.e.,

E ¼ OðJ !NÞ: ð17Þ

3.2.2 Optimized Flooding
In the simple flooding scheme, each sensor aggressively
propagates its data messages to any neighboring nodes,
resulting in the lowest delivery delay. At the same time,
however, it also incurs very high overhead (i.e., the number
of message copies) and energy consumption. Here, we
introduce an optimized flooding scheme that may signifi-
cantly reduce flooding overhead and energy consumption.

The basic idea of the optimized flooding scheme is to
estimate the message delivery probability and stop further
propagation of a message if its delivery probability is
already high enough in order to reduce transmission
overhead. Similar to our discussion on simple flooding,
we consider a sequence of activation periods. Assume the
message’s propagation is terminated after period d (i.e., the
sensor that has a copy of the message does not transmit it to
any other nodes except the sinks after the dth period). Our
objective is to minimize d such that the message delivery
probability in total D (D + d) periods is higher than a given
threshold, i.e., pD + %.

Since the sensors stop broadcasting the message after
d periods, Nj is given by

Nj ¼
ðN $ 1Þaþ 1; j ¼ 1
ðN $Nj$1Þð1$ ð1$ aÞNj$1Þ þNj$1; d + j > 1
Nd; j > d:

8
<

:

ð18Þ

Similar to the analysis for simple flooding, pj ¼ ½1$ ð1$
pÞNj$1 -ð1$

Pj$1
i¼1 piÞ with p1 ¼ p. For a given threshold %, one

can derive the minimum d such that pD + %. Accordingly,
the average delay is ! ¼ T

P1
j¼1 j! pj.

After determining the optimal value of d, we can
estimate the average number of message copies made
during the d periods, Md. Note that Nj is the number of
copies in the jth period, given that the message has not been
delivered to the sink in the first j$ 1 periods. Thus, Nd is
not equivalent to Md. Since the message is not propagated
any more after the dth period, the number of copies reaches
its maximum at the dth period. Let Uj denote the number of
nodes which have a copy of the message but have not
transmitted to the sink nodes yet at the jth period, and Vj
denote the number of copies that have been sent to the
sinks. We have

Uj ¼
ðN $ 1Þð1$ ð1$ aÞ1$pÞ þ 1$ p; j ¼ 1

ð1$ pÞUj$1 þ ðN $ Uj$1 $ Vj$1Þ
!ð1$ ð1$ aÞð1$pÞUj$1Þ; d + j > 1

8
>><

>>:
ð19Þ

and

Vj ¼
p; j ¼ 1
Vj$1 þ p! Uj$1; d + j > 1:

#
ð20Þ
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Therefore, the average number of message copies made
during the d period is

Md ¼ Ud þ Vd: ð21Þ

3.2.3 Numeric Results

We have simulated and compared the two flooding
approaches discussed above. The network is deployed in
an area of 100! 100 m2 with three sink nodes, and the
transmission range of each node is 9 m. For simplicity, the
sensor nodes and the sink nodes are all randomly moving,
and the message buffer of each sensor is large enough so
that no message is dropped. % ¼ 0:7 and D ¼ 5.

Fig. 4 compares the analytic and simulation results of
both approaches. As can be seen, the simulation results and
the analytic results match well, with a maximum difference
of around 17 percent on delay and 6 percent on the
duplicate message number for the optimized flooding
scheme. As shown in Fig. 4a, the message delivery delay
of both approaches decreases slightly with an increase in
network density. This is somewhat expected because, under
higher network density, the message is broadcast to more
neighbors and, thus, is propagated faster. We notice that the
message delay of the optimized flooding is slightly higher
than that of the simple flooding approach because the
sensors stop forwarding the message after d periods. At the
same time, the optimized flooding scheme introduces many
fewer duplicate messages compared with its simple flood-
ing counterpart (see Fig. 4b) and, thus, significantly reduces
energy consumption. The increase of network density leads

to a linear increase in the number of duplicate messages
when simple flooding is employed. In contrast, the number
of duplicate messages of the optimized flooding approach
increases only marginally because d is optimized to lower
flooding overhead.

3.3 Observation from the Two Basic Approaches

We have studied two basic approaches so far. The direct
transmission approach minimizes transmission overhead
(i.e., the number of message copies) and energy consump-
tion at the expense of a long message delivery delay (with
large buffer space) or a low message delivery ratio due to a
high message dropping rate (with small buffer space). In
contrast, the flooding approach minimizes the message
delivery delay. At the same time, however, it results in very
high transmission overhead and energy consumption. Note
that, although the optimized flooding scheme may sig-
nificantly reduce the number of message copies, it is based
on the assumptions of unlimited buffer space and globally
synchronized activation periods. Those assumptions usual-
ly do not hold in practical DFT-MSNs.

DFT-MSN is fundamentally an opportunistic network,
where replication is necessary for data delivery, though at
the expense of increased transmission overhead, in order to
achieve a certain success ratio. An efficient DFT-MSN data
delivery scheme will take into consideration the trade-off
between delivery delay/ratio and transmission overhead/
energy. In particular, the following three key issues need to
be addressed:

. When should data messages be transmitted? When a
sensor moves into the communication range of
another sensor, it needs to decide whether to
transmit its data messages or not in order to achieve
a high message delivery ratio and, at the same time,
minimize transmission overhead.

. Which messages should be transmitted? The data
messages generated by the sensor itself or received
from other sensors are put into the sensor’s data
queue. After deciding to initiate data transmission,
the sensor needs to determine which messages to
transmit if there are multiple messages with differ-
ent degrees of importance in its queue.

. Which messages should be dropped? A data queue has a
limited size. When it becomes full (due to other
reasons, as will be discussed later), some messages
have to be dropped. The sensor needs to decide
which messages to drop according to their impor-
tance in order to minimize data transmission failure.

With the above issues taken into consideration, we will
propose two data delivery schemes for DFT-MSN in the
next two sections, namely, the Replication-Based Efficient
Data Delivery Scheme (RED) and the Message Fault Tolerance-
Based Adaptive Data Delivery Scheme (FAD). Both schemes
aim to minimize the overhead while achieving the required
data delivery probability. In the former scheme, the
replication is done by the source node via erasure coding.
In the latter scheme, a message is replicated dynamically
according to its fault tolerance by the source and the
intermediate nodes.
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Fig. 4. Performance of flooding schemes. (a) Delivery delay.
(b) Duplicate copies.



4 REPLICATION-BASED EFFICIENT DATA DELIVERY

SCHEME (RED)

The proposed replication-based efficient data delivery
scheme (RED) consists of two key components for data
delivery and message management, elaborated below.

4.1 Data Delivery

4.1.1 Nodal Delivery Probability

The decision on data transmission is made based on the
delivery probability, which indicates the likelihood that a
sensor can deliver data messages to the sink. Note that the
delivery probability is not simply the probability that a node
meets the sinks.

Let &i denote the delivery probability of a sensor i. &i is
initialized with zero and updated upon an event of either
message transmission or timer expiration. More specifi-
cally, the sensor maintains a timer. If there is no message
transmission within an interval of !, the timer expires,
generating a timeout event. The timer expiration indicates
that the sensor could not transmit any data messages
during ! and, thus, its delivery probability should be
reduced. Whenever sensor i transmits a data message to
another node k, &i should be updated to reflect its current
ability in delivering data messages to the sinks. Note that,
since end-to-end acknowledgement is not employed in
DFT-MSN due to its low connectivity, sensor i does not
know whether the message transmitted to node k will
eventually reach the sink or not. Therefore, it estimates the
probability of delivering the message to the sink by the
delivery probability of node k, i.e., &k. More specifically, &i
is updated as follows:

&i ¼
ð1$ 'Þ½&i- þ '&k; Transmission
ð1$ 'Þ½&i-; T imeout;

#
ð22Þ

where ½&i- is the delivery probability of sensor i before it is
updated and 0 * ' * 1 is a constant employed to keep
partial memory of historic status. If k is the sink, &k ¼ 1
because the message is already delivered to the sink
successfully. Otherwise, &k < 1. Clearly, &i is always
between 0 and 1.

4.1.2 Data Transmission

The data messages are maintained in a first-in-first-out
queue. The transmission is simple. Without loss of general-
ity, we consider a sensor i, which has a message at the top
of its data queue ready for transmission and is moving into
the communication range of a set of sensors. Sensor i first
learns their delivery probabilities and available buffer
spaces via simple handshaking messages. Then, sensor i
transmits its message to the neighbor, j, which has the
highest delivery probability (&j > &i) and available buffers.

4.1.3 Further Discussion
During our experiments, we have found two potential
inefficiencies in data delivery stemming from the approach
for updating the nodal delivery probability. The first
problem is mutual reference. Assume a node j with a slightly
higher delivery probability than that of a node i. When
nodes i and j are within transmission range, node i
transmits a message to node j based on the data delivery

scheme discussed above. Then, &i increases due to a
successful transmission. In the worst case, node j’s delivery
probability decreases because of timeout and, thus, &j may
become lower than &i. Consequently, node j may transmit
messages back to node i in the next transmission period,
incurring fluctuation and unnecessary transmission over-
head. In order to address this problem, we establish
Lemma 2 as follows:

Lemma 2. For two nodes i and j with delivery probability &i and
&j (assume &j + &i), &i < 2$2'

2$' &j is the necessary and sufficient
condition to avoid the mutual reference problem.

Proof. We prove the necessary condition first. Assume there
exists a ( so that the mutual reference problem can be
avoided if &j + &i þ (. Thus, after node i transmits a
message to node j, the following inequation must hold:

&0j $ &
0
i > $(; ð23Þ

where &0j and &0i are the delivery probability of nodes j
and i updated according to (22) after the transmission. In
the worst case, &0i ¼ ð1$ 'Þ&i þ '&j and &0j ¼ ð1$ 'Þ&j.
Plugging &0j and &0i into (23), we have

ð1$ 'Þ&j $ ð1$ 'Þ&i $ '&j > $( ð24Þ

and, thus, we arrive at

( >
'

2$ '
&j: ð25Þ

Therefore, we obtain the necessary condition: To avoid
the mutual reference problem, node i should transmit to
node j only if

&i <
2$ 2'

2$ '
&j: ð26Þ

Similarly, we can show the sufficient condition: If
&i < 2$2'

2$' &j, &0j $ &0i > $( holds and, thus, the mutual
reference problem is avoided. tu

Another problem is unnecessary propagation. When a node
meets a neighbor with higher delivery probability, it always
sends messages to this neighbor according to the data
transmission scheme discussed above, even when it already
has a large enough probability to reach the sink node
directly. This results in extra transmission and energy
consumption. To avoid unnecessary propagation, each
node maintains an additional parameter called the direct
delivery probability denoted by  , which indicates how likely
this node can transmit the messages directly to the sink
node. If  is larger than a predefined threshold, the node
only transmits messages to the sink node directly.

4.2 Message Management

As we have discussed in Section 3.3, replication is usually
employed to improve the data delivery ratio and/or reduce
the data delivery delay in opportunistic networks. In this
research, we propose an erasure-coding approach tailored
for DFT-MSN, which efficiently addresses the trade-off
between delivery ratio/delay and overhead.

In the erasure coding approach [3], a message is first split
into b blocks of equal size. Erasure coding is then applied to
these b blocks, producing S ! b small messages (which are
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referred to as block messages), where S is the replication
overhead. The gain of erasure coding stems from its ability
to recover the original message based on any b block
messages.1 Assuming that each block message has a
constant delivery probability of p, then the delivery
probability of the original message is

P ¼
XSb

j¼b

Sb

j

! "
pjð1$ pÞSb$j: ð27Þ

Clearly, the erasure coding approach is reduced to simple
whole message replication when b ¼ 1.

Our objective is to determine the optimal erasure coding
parameters (i.e., b and S) with given inputs (i.e., p) in order
to meet the desired message delivery probability (denoted
by H) while minimizing the transmission overhead.

According to (27), we can find the minimum S for given
b and p so that P is no less than H, i.e.,

Sðp; bÞ ¼ min S

$$$$$
XSb

j¼b

Sb

j

! "
pjð1$ pÞSb$i + H

( )
: ð28Þ

In theory, b may vary from 1 to the length of the message.
But, large b results in many small blocks, which also
increases the processing overhead and decreases the
bandwidth utilization. Thus, a minimum block size of m
is adopted in our proposed approach. Let M denote the
maximum message size. Thus, the maximum value of b is
bmax¼M

m . Fig. 5 shows Sðp; bÞ with p varying from 0 to 1 and b
varying from 1 to bmax ¼ 50. As we can see, the minimum S
generally increases with the decrease of p. When p is very
small, a large value of S is necessary for achieving the
desired delivery ratio, i.e., H. This, however, may degrade
the network performance due to the overwhelming over-
head. Therefore, an upper bound of S (denoted by Smax) is
enforced in our implementation. This approach is particu-
larly useful in situations where nodes temperately have
very low delivery ratio (for example, at the beginning of
deployment).

The solid curve on the surface of Fig. 5 indicates the
minimum S for each given p, while the dashed curve, which
is the projection of the solid curve on the horizontal plane,
indicates the optimal b for each p in order to minimize S. We
notice that, when p is very low (less than a )1, which is
around 0.2) or very high (larger than a )2, whose value
depends on H), the optimal value of b is always 1, which
means that the whole message replication is preferable. )2

usually increases with H. For example, as can be observed
by the comparison of Fig. 5a and Fig. 5b, )2 increases from
0.7 to 0.9 when H increases from 0.9 to 0.99. When p is
between )1 and )2, the optimal b varies widely and
nonmonotonously between 1 and bmax, depending on the
value of p. In our implementation, a list of p values and their
corresponding optimal b values are kept in a table.
Whenever a node i generates a data message, it checks its
current delivery probability, &i. Let p ¼ &i, node i looks up
the table to determine the optimal b and minimum S, and
accordingly encodes the data messages into S ! b data
blocks, which are then put to the queue independently for
future transmission.

5 MESSAGE FAULT TOLERANCE-BASED ADAPTIVE

DATA DELIVERY SCHEME (FAD)

The RED data delivery scheme proposed in Section 4
employs the erasure coding to improve delivery ratio. Its
advantage is simplified message manipulation and queue
management at intermediate nodes since all computation is
done by the source node. At the same time, however, the
optimization of erasure coding parameters is usually
inaccurate because they are calculated according to the
current data delivery probability of source node, especially
when the source is very far away from the sinks. In
addition, propagating many small messages in the network
may incur further processing overhead and inefficiency of
bandwidth utilization. In this section, we propose a
Message Fault Tolerance-Based Adaptive Data Delivery
Scheme (FAD) in order to avoid the above problems at the
expense of increased complexity in message and queue
management.

The proposed FAD data delivery scheme depends on
two important parameters, namely, the nodal delivery
probability and the message fault tolerance. The former
has been discussed in Section 4.1.1 for the RED scheme. The
latter indicates the amount of redundancy and the
importance of a message. We first introduce the definition
and updating algorithm of message fault tolerance. Then,
the FAD data delivery scheme is elaborated.
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Fig. 5. Determining optimal b to minimize S in erasure coding.

(a) H ¼ 0:90. (b) H ¼ 0:99.

1. For simplicity, we assume the optimal erasure coding is used.



5.1 FAD Parameter: Message Fault Tolerance

Unlike the RED data delivery scheme discussed in Section 4
(and most other typical data transmission schemes) where
the packets are deleted from the buffer after they are
transmitted to the next hop successfully, a sensor employ-
ing FAD may still keep a copy of the message after its
transmission to other sensors. Therefore, multiple copies of
the message may be created and maintained by different
sensors in the network, resulting in redundancy. The fault
tolerance is introduced to represent the amount of
redundancy and to indicate the importance of a given
message. We assume that each message carries a field that
keeps its fault tolerance. Let F j

i denote the fault tolerance of
message j in the queue of sensor i. The fault tolerance of a
message is defined to be the probability that at least one
copy of the message is delivered to the sink by other sensors
in the network. When a message is generated, its fault
tolerance is initialized to be zero. Let us consider a sensor i,
which is multicasting a data message j to Z nearby sensors,
denoted by " ¼ f z j 1 * z * Zg. The multicast transmis-
sion essentially creates a total of Z þ 1 copies. An appro-
priate fault tolerance value needs to be assigned to each of
them. More specifically, the message transmitted to
sensor  z is associated with a fault tolerance of F j

 z
,

F j
 z
¼ 1$ ð1$ ½F j

i -Þð1$ &iÞ
YZ

m¼1; m6¼z
ð1$ & mÞ; ð29Þ

and the fault tolerance of the message at sensor i is
updated as

F j
i ¼ 1$ ð1$ ½F j

i -Þ
YZ

m¼1

ð1$ & mÞ; ð30Þ

where ½F j
i - is the fault tolerance of message j at sensor i

before multicasting. The above process repeats at each time
when message j is transmitted to another sensor node. In
general, the more times a message has been forwarded, the
more copies of the message are created, thus increasing its
delivery probability. As a result, it is associated with larger
fault tolerance.

5.2 FAD Data Delivery Scheme

The proposed FAD data delivery scheme consists of two
components for queue management and data transmission,
discussed below.

5.2.1 Queue Management

Compared to the simple first-in-first-out queue in RED, the
data queue management in FAD is more complicated. Each
sensor has a data queue that contains data messages ready
for transmission. The data messages of a sensor come from
three sources: 1) After the sensor acquires data from its
sensing unit, it creates a data message, which is inserted
into its data queue, 2) when the sensor receives a data
message from other sensors, it inserts the message into its
data queue, and 3) after the sensor sends out a data message
to a nonsink sensor node, it may also insert the message into
its own data queue again because the message is not
guaranteed to be delivered to the sink. The queue manage-
ment is to appropriately sort the data messages in the queue
to determine which data message to send when the sensor

meets another sensor and to determine which data message
to drop when the queue is full.

Our proposed queue management scheme is based on
the fault tolerance, which signifies how important the
messages are. The message with smaller fault tolerance is
more important and should be transmitted with a higher
priority. This is done by sorting the messages in the queue
with an increasing order of their fault tolerance. A message
with the smallest fault tolerance is always at the top of the
queue and transmitted first. A message is dropped on the
following two occasions: First, if the queue is full when a
message arrives, its fault tolerance is compared with the
message at the end of the queue. If the new message has a
larger fault tolerance, it is dropped. Otherwise, the message
at the end of the queue is dropped, and the new message is
inserted into the queue at appropriate position according to
its fault tolerance. Second, if the fault tolerance of a message
is larger than a threshold (e.g., %), the message is dropped
even if the queue is not full. This is to reduce transmission
overhead, given that the message will be delivered to the
sinks with a high probability by other sensors in the
network. A special example is the message which has been
transmitted to the sink. It will be dropped immediately
because it has the highest fault tolerance of 1.

With the above queue management scheme, a sensor can
determine the available buffer space in its queue for future
arrival messages with a given fault tolerance. Assume that
a sensor has a total queue space for at most K messages. Let
kmi denote the number of messages with a fault tolerance
level of m in the queue of sensor i (where 0 * m * 1). Then,
the available buffer space at sensor i for new messages with
fault tolerance x is BiðxÞ ¼ K $

Px
m¼0 k

m
i . If BiðxÞ ¼ 0, any

arrival message with a fault tolerance of x or higher will be
dropped. Note that, however, even when the queue is filled
by K messages and becomes full, BiðxÞ may still be larger
than 0 for a small x (i.e., for messages with a low fault
tolerance). Buffer space information is important to make
decisions on data transmission, as discussed next.

5.2.2 Data Transmission

Data transmission decisions are made based on the delivery
probability. Without loss of generality, we consider a
sensor i, which has a message j at the top of its data queue
ready for transmission and is moving into the communica-
tion range of a set of Z0 sensors. Sensor i first learns their
delivery probabilities and available buffer spaces via simple
handshaking messages. Let "0 ¼ f z j 1 * z * Z0g designate
the Z0 sensors, sorted by a decreasing order of their delivery
probabilities. Sensor i multicasts its message j to a subset of
the Z0 sensors, denoted by #, which is determined by
Algorithm 1, where % is a threshold, F j

i is the fault tolerance
of the message j at sensor i, and B zðF

j
iÞ is the number of

available buffer slots at node  z for messages with fault
tolerance F j

i .

Algorithm 1 Identification of receiving sensors.
# ¼ ;.
for z ¼ 1 : Z0 do

if &i < & z AND B zðF
j
iÞ > 0 then

# ¼ # [  z.
end if
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if 1$ ð1$ F j
iÞ
Q

m2#ð1$ &mÞ > % then
Break.

end if
end for

By following Algorithm 1, sensor i sends message j to a
set of neighbors with higher delivery probabilities (i.e.,
&i < & z ) and, at the same time, controls the total delivery
probability of message j (i.e., 1$ ð1$ F j

iÞ
Q

m2#ð1$ &mÞ)
just enough to reach % in order to reduce unnecessary
transmission overhead. In order to avoid unnecessary
message drops due to buffer overflow at the receiver,
sensor i checks the available buffer space of its neighboring
nodes for message j (i.e., B zðF

j
iÞ) before data transmission.

Clearly, this message transmission scheme is equivalent
to direct transmission when the network is just deployed
because the delivery probability is initialized with zero and,
thus, the sensors transmit to the sink nodes only. As the
delivery probability is gradually updated with no zero
values, multihop relaying will take place.

6 SIMULATION RESULTS

Extensive simulation has been carried out to evaluate the
performance of the proposed DFT-MSN data delivery
schemes. In our simulation, three sink nodes and 100 sensor
nodes are randomly deployed in an area of 200! 200 m2.
The whole area is divided into 25 nonoverlapped zones,
each with an area of 40! 40 m2. A sensor node initially
resides in its home zone. It moves with a speed randomly
chosen between 0 and 5 m=s. Whenever a node reaches the
boundary of its zone, it moves out with a probability of
20 percent and bounces back with a probability of
80 percent. After entering a new zone, the sensor repeats
the above process. However, if it reaches the boundary to
its home zone, it returns to its home zone with a
probability of 100 percent. The message size is 200 bits.
Each sensor has a maximum transmission range of 10 m
and a maximum queue size of 120 whole messages (or,
totally, 120! 200 bits). The data generation of each sensor

follows a Poisson process with an average arrival interval
of 100 s. The channel bandwidth is 10 kbps. The fault
tolerance threshold used in the FAD scheme is set to be
% ¼ 0:9, while the delivery threshold used in RED scheme
is set to be H ¼ 0:9. In erasure coding, the maximum
replication overhead (Smax) is set to 3 and the maximum
number of blocks (bmax) is 20. The above default simulation
parameters are summarized in Table 1.

The sensor node transmits its data messages according to
our proposed DFT-MSN data delivery schemes. We first
study the effectiveness of the delivery probability updating
scheme. For clarity, we set the delivery probability of the
sensor into five discrete levels. Level i (1 * i * 5) represents
the successful delivery probability between ði$ 1Þ ! 0:2

and i! 0:2. Fig. 6a shows DFT-MSN at the initial stage,
where each sensor node has a delivery probability of 0.
With the proposed protocol running, each node updates its
delivery probability. The results after 1,000 seconds are
illustrated in Fig. 6b, where the nodes closer to the sinks
usually have higher delivery probabilities as expected.
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TABLE 1
Default Simulation Parameters

Fig. 6. Update of delivery probability. (a) Initial deployment. (b) 1,000 sec-

onds later.



We vary several parameters to observe their impacts on
the performance. Fig. 7 compares the performance of the
proposed two data delivery schemes (i.e., RED and FAD)
with the simple flooding approach and the direct transmis-
sion approach by varying the number of sink nodes in DFT-
MSN. As shown in Fig. 7a, the delivery ratio increases with
more sink nodes being deployed for all approaches. This is
reasonable because the sensors then have high probabilities
to reach the sink nodes, thus resulting in high delivery ratio.
The proposed RED and FAD schemes always have higher
delivery ratios than other approaches, especially when a
small number of sinks are deployed. As expected, the
flooding approach has a much lower delivery ratio than
other approaches because it generates too many message
copies, which leads to excessive buffer overflow and
message dropping. Fig. 7b demonstrates that the average
delay of every approach decreases quickly with more sink
nodes deployed in the network. Although the flooding
approach has the smallest message delivery delay, its
delivery ratio is very low. In addition, since the RED
scheme averagely transmits more copies for each message
than the FAD scheme, it has a slightly lower delay than the
FAD scheme. Clearly, the direct transmission approach
suffers from the longest delay since messages can then be
delivered only when the source node meets the sink.

Energy consumption of the sensor is due mainly to data
transmission. Thus, the more duplicated copies generated,
the higher the energy consumption. As depicted in Fig. 7c,
the number of message copies in direct transmission is
always 1 since a sensor always transmits data messages to
the sink directly. The results of flooding are not shown here
because it generates excessive copies which are several
orders of magnitude higher than those of other approaches.

The duplicated message number decreases in both RED and
FAD schemes with the increase of sink node density. This is
because more sink nodes may shorten the message
transmission path (in terms of number of hops) from the
sensors to the sinks and accordingly reduce the transmis-
sion overhead. Additionally, the replication parameter S in
RED becomes smaller when the nodal delivery probability
(p) increases according to our discussion in Section 4.2. This
may further compress the overhead of message transmis-
sion in the RED scheme. Meanwhile, we have also noticed
that the FAD scheme always has smaller overhead than the
RED scheme. This is reasonable because the message
replication in FAD is done dynamically according to the
delivery probabilities of the intermediate nodes and is thus
more accurate compared with the RED scheme, where
replication is performed by the source node only.

We also vary the maximum queue length of each sensor
in our simulations, with results presented in Fig. 8. With an
increase in maximum queue length, the delivery ratio
increases for all approaches, as expected (see Fig. 8a). As
shown in Fig. 8b, the queue length does not have a
significant impact on the delay of the simple flooding
approach, RED scheme, and FAD scheme. The delay of the
direct transmission approach, however, increases with the
longer queue length because more data messages will then
reside in the queue for a longer time before being delivered.
It is also noticed that the FAD approach can well control its
transmission overhead (i.e., the number of copies gener-
ated) even when the available queue size is large. On the
other hand, more duplicated copies are generated under the
RED approach (see Fig. 8c) as a result of increasing the
maximum queue size.
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Fig. 8. Impact of maximum queue length. (a) Average delivery ratio. (b) Average delay. (c) Average overhead.



Fig. 9 depicts the impact of nodal moving speed. As the
speed increases, the delivery ratios of all approaches but the
simple flooding rise, while the delivery delays of all
approaches decrease. This is because the node with a
higher speed has a better opportunity to meet other nodes
and also has a higher probability to reach the sink nodes.
Thus, the messages have a better chance to be delivered
before they are dropped. It is also noticed that the
transmission overhead of the proposed FAD and RED
schemes decreases slightly with the increase of nodal speed
(as shown in Fig. 9c), making them most suitable for the
network with varying nodal speeds.

Fig. 10 illustrates the impact of node density by varying
the total number of sensor nodes in the network. As shown
in Fig. 10a, the RED scheme is sensitive to the change of
node density. Its delivery ratio first rises and then decreases
sharply. This can be explained as follows: At first, the
delivery ratio increases because more nodes participate in
message relaying so that a message has a better chance to
reach the sink node. When the node density becomes too
high, however, excessive message propagation incurs a
much higher buffer overflow due to limited queue size and
limited communication bandwidth, especially for the nodes
close to the sinks. As a result, the RED scheme is more
suitable for a sparse network. In contrast, the FAD scheme
has very steady performance with the increase of node
density, exhibiting perfect scalability. The node density
does not have a significant impact on the average overhead
in both RED and FAD schemes, as shown in Fig. 10c. It is
also noticed that data messages can be propagated faster in

a network with higher nodal density, thus decreasing
average delay in both RED and FAD schemes (if the
message is delivered to the sink successfully), as shown in
Fig. 10b.

7 CONCLUSION

This paper deals with the Delay/Fault-Tolerant Mobile Sensor
Network (DFT-MSN) for pervasive information gathering.
DFT-MSN has several unique characteristics, such as sensor
mobility, loose connectivity, fault tolerability, delay toler-
ability, and buffer limit. We first studied two basic
approaches, namely, direct transmission and flooding. We
analyzed their performance by using queuing theory and
statistics. Based on the analytic results that show the trade-
off between data delivery delay/ratio and transmission
overhead, we introduced an optimized flooding scheme
that minimizes the transmission overhead of flooding. Then,
we proposed two simple and effective DFT-MSN data
delivery schemes, namely, the Replication-Based Efficient
Data Delivery Scheme (RED) and the Message Fault Toler-
ance-Based Adaptive Data Delivery Scheme (FAD). In order to
achieve the desired data delivery ratio with minimum
overhead, the former utilizes the erasure coding technology
tailored for DFT-MSN, while the latter employs the idea of
message fault tolerance in data transmission and queue
management. Our results show that both schemes achieve a
similar high message delivery ratio with acceptable delay.
The RED scheme results in lower complexity in message
and queue management, while the FAD scheme has a lower
message transmission overhead.
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Fig. 9. Impact of nodal speed (m=s). (a) Average delivery ratio. (b) Average delay. (c) Average overhead.

Fig. 10. Impact of node density. (a) Average delivery ratio. (b) Average delay. (c) Average overhead.
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