Clinical Multishot DW-EPI Through Parallel Imaging With Considerations of Susceptibility, Motion, and Noise
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Geometric distortions and poor image resolution are well known shortcomings of single-shot echo-planar imaging (ss-EPI). Yet, due to the motion immunity of ss-EPI, it remains the most common sequence for diffusion-weighted imaging (DWI). Moreover, both navigated DW interleaved EPI (iEPI) and parallel imaging (PI) methods, such as sensitivity encoding (SENSE) and generalized autocalibrating parallel acquisitions (GRAPPA), can improve the image quality in EPI. In this work, DW-EPI accelerated by PI is proposed as a self-calibrated and unnavigator form of interleaved acquisition. The PI calibration is performed on the $b = 0 \text{s/mm}^2$ data and applied to each shot in the rest of the DW data set, followed by magnitude averaging. Central in this study is the comparison of GRAPPA and SENSE in the presence of off-resonances and motion. The results show that GRAPPA is more robust than SENSE against both off-resonance and motion-related artifacts. The SNR efficiency was also investigated, and it is shown that the SNR/scan time ratio is equally high for one- to three-shot high-resolution diffusion scans due to the shortened EPI readout train length. The image quality improvements without SNR efficiency loss, together with motion tolerance, make the GRAPPA-driven DW-EPI sequence clinically attractive. Magn Reson Med 57:881–890, 2007. © 2007 Wiley-Liss, Inc.
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During the last decade diffusion-weighted imaging (DWI) has demonstrated great utility for the diagnostic workup of acute stroke (1). In addition, it has been used successfully for the differential diagnosis of several other abnormalities, such as tumors and brain abscesses (2–4). DWI in combination with single-shot EPI (ssDW-EPI) is still the method that is most commonly used in clinical practice, primarily due to its immunity to bulk motion and its short acquisition time. However, the image quality of ssDW-EPI is generally impaired by significant geometric distortions, intravoxel dephasing, blurring, and poor spatial resolution, which can reduce DWI’s sensitivity to acute stroke and decrease the diagnostic confidence of a DWI study.

The source and presentation of EPI-related artifacts has been well characterized (5). In general, these artifacts occur because of an intrinsically low bandwidth along the phase-encode dimension and a considerable $T_2^*$ decay during the course of the EPI readout. To overcome these artifacts, one must sample $k$-space more quickly, so that phase accruals caused by off-resonant spins and $T_2^*$-induced signal loss will diminish. One popular method is to use interleaved EPI (iEPI) (6,7). This technique reduces distortions proportionately to the number of interleaves ($N_{inter}$). However, DWI using iEPI suffers from severe shot-to-shot ghosting artifacts that are induced by bulk physiology motion during the diffusion-encoding period. Therefore, phase navigation techniques of various complexity have been suggested to overcome the ghosting artifacts (8–11). However, a solution is not guaranteed, as navigation cannot overcome the gaps that are introduced in $k$-space in the $k_y$ direction. Recently, parallel imaging (PI) has demonstrated great utility to reduce distortions in ssDWI-EPI (12–16). This allows formation of full-FOV images using a fraction of the phase-encoding steps compared to conventional gradient encoding alone, and thus benefits from the faster $k$-space traversal in the same fashion as iEPI. While several studies (12–16) have already demonstrated the great utility of sensitivity encoding (SENSE) (17) for DWI, only little is known thus far about the implementation details of generalized autocalibrating parallel acquisitions (GRAPPA) (18) for DWI, as well as its utility, strengths, and weaknesses. Recently, it was shown that GRAPPA and SENSE differ fundamentally in the way they achieve unaliased images (19), and evidence exists that with regard to residual aliasing and failure tolerance, GRAPPA may be even more robust in clinical routine than SENSE (20). For most MRI applications, many of these benefits have to do with the fact that GRAPPA scans are normally carried out in a self-calibrated fashion, and GRAPPA reconstruction artifacts are more subtle and less discrete than corresponding SENSE artifacts. Note that the original SENSE concept suggested retrieving coil sensitivity information from an additional calibration scan, whereas initial GRAPPA reconstructions suggested a variable-density $k$-space sampling approach in order to retrieve GRAPPA weights from the scan data itself. However, it can be shown that GRAPPA weights can be also derived from separate calibration scans and likewise SENSE coil sensitivity maps can be retrieved from variable-density $k$-space data (e.g., modified SENSE (mSENSE) (21)). In addition, there are other PI techniques that make use of variable-density $k$-space trajectories (22–25). One may now question whether or not there is actually a quality difference in DWI scans reconstructed with SENSE or GRAPPA methods, or whether or not there are any advantages in using a self-calibrated approach for DWI. In this context, it also remains unclear as to what extent a variable...
k-space sampling density might cause artifacts in PI reconstructions of EPI.

It was the focus of this study to address the aforementioned questions and comparatively evaluate the strengths and weaknesses of both reconstruction methods. Specifically, we focused our investigations on problems that are associated with acute-stroke patients, such as involuntary motion and the need for rapid scanning, and developing a method to simultaneously reduce geometric distortions and achieve a spatial resolution that is closer to that of conventional MRI without introducing a new class of artifacts from PI. A multishot iEPI sequence (introduced in the next section) was developed. This method uses all interleaves for PI calibration, and each interleaf is then reconstructed separately using a PI reconstruction. For DW scanning, this approach offers the improved image quality associated with a multishot acquisition, without the need for phase navigation and correction.

MATERIALS AND METHODS

Using iEPI As a Variant for Self-Calibration

Common to all PI methods is the collection of a calibration data set, either by performing a separate scan or adding extra lines to the center of k-space. For the latter, a “band” of autocalibration signal (ACS lines) is sampled around the origin of k-space at the normal Nyquist rate, while the rest of k-space is undersampled by the outer reduction factor (ORF). Due to the resulting variable sampling scheme, the net scan acceleration is lower than what would be achieved with a separate calibration scan played out up front. Of particular interest for EPI scans is the variable k-space velocity that is associated with this variable k-space sampling scheme. EPI scans carried out in this fashion may experience a greater sensitivity to off-resonances at different portions of k-space: thus, unwanted artifacts may occur in the final reconstruction. Therefore, an alternative method to extract PI calibration data for EPI that somewhat resembles the temporal GRAPPA (TGRAPPA) approach (26) is proposed. Instead of using an external calibration scan or a variable sampling density scheme, this approach uses a conventional DW iEPI acquisition as the basis sequence, with the number of interleaves being equal to the desired reduction factor. Typically in a DWI experiment, images with the diffusion-gradients turned off (b = 0 s/mm², “b₀”) are also acquired to allow for apparent diffusion coefficient (ADC) computation. In our current approach, this b₀ scan is used to extract the required PI calibration information. By combining all interleaves of the b₀ scan, a full k-space is formed from which either coil sensitivity maps (for SENSE) or GRAPPA weights can be extracted. Both of these can subsequently be applied to each interleave in the entire data set. Although there is no net gain in total acquisition speed over conventional iEPI acquisitions, the individual PI reconstruction of each interleave allows one to abandon phase navigation, which is otherwise needed for DW multishot sequences in order to correct for motion-induced phase perturbations. By magnitude averaging the unfolded “shot-images” originating from each interleave in the image domain, the absence of motion-related ghosting is guaranteed provided that the coil sensitivity maps and GRAPPA weights are accurate. This DW image, which is magnitude-averaged from different interleaves, produces the same image quality as if only the first interleave had been acquired (like conventional PI) and magnitude-averaged R = N_inter times.

Alternatively, if SNR permits, an optional speed improvement is to precede each DWI interleave with a different diffusion-encoding direction. With, e.g., a tetrahedral diffusion encoding scheme (27) \((1 \times b₀ + 4 \times \text{diffusion directions})\) [[1,1,1], [−1,−1,1], [1,−1,1], [1,1,−1]] and, e.g., \(R = N_{\text{inter}} = 4\) can be performed with a minimum of eight interleaves (four for the b₀ image, and one for each of the four diffusion-encoded scans). For the current focus, which includes high spatial resolution, this shortcut was not used. Instead, some of the time penalty due to the interleaved acquisition was reduced by skipping the time-consuming (~30 s) oblique EPI reference scan for FOV/(2N_inter) ghost correction by relying on iterative postprocessing methods based on image entropy (28).

The subsequent sections compare results obtained with SENSE and GRAPPA reconstructions and investigate various types of motion and susceptibility effects to find the most favorable acquisition and reconstruction method for PI-driven DW iEPI. If not stated otherwise, the following common imaging parameters were used for the experiments: FOV = 24 cm, 10 slices with thickness/spacing = 4/1 mm, half Fourier imaging using 24 extra lines (a.k.a. overscans), acquisition matrix \(192 \times 192\), b = 1000 s/mm², and TE/TR = 65−69/3−5000 ms. This iEPI approach was combined with a twice-refocused spin-echo (SE) preparation for diffusion weighting to eliminate the eddy currents generated by the diffusion-encoding gradients (29). The tetrahedral encoding scheme was used as it allows significantly reduced TEs for a given b-value. The 1.5T and 3T GE HDx research systems used for the nonclinical scans were equipped with 50- and 40-mT/m gradients, respectively. The clinical 1.5T GE system had a 40-mT/m gradient system. An eight-channel brain head coil (Invivo Corp., Peewaukee, WI, USA) was used for all nonclinical scans and some clinical scans. Alternatively, an eight-channel neurovascular array coil (Invivo Corp.), which had a somewhat lower SNR and a less optimal sensitivity profile for PI, was used for clinical scans. All procedures were approved by the review board at our institution, and written informed consent was obtained from both volunteers and stroke patients before the MR scans were conducted.

GRAPPA calibration was performed with a 2D kernel spanning two k_x lines and five k_y locations, in a manner similar to that described in Refs. 30 and 31. For SENSE, coil sensitivity maps were generated from the same b₀ images after a rectangular smoothing kernel of 20 × 20 voxels was applied to the coil images to suppress the noise in the sensitivity maps. Other smoothing kernel sizes were also tested, and none improved the results (data not shown). No regularization was performed for the SENSE and GRAPPA reconstructions.

On Perturbations Induced Through Off-Resonances

The major motivation for adding PI to DWI is distortion reduction. In this section the reduction of these distortions
is weighed against new artifacts introduced by PI. First, it is hypothesized that the variable density acquisitions normally employed in GRAPPA and mSENSE are not optimal for EPI. Acquiring the center of k-space with full sampling density while sampling the outer parts sparsely with a certain ORF would lead to a greater off-resonant spin phase accrual in the low-spatial-frequency range than in the high-spatial-frequency range. In the image domain, the low spatial frequencies would be a factor ORF times more distorted than the high spatial frequencies (such as edges and tissue boundaries), thus rendering the reconstructed image self-inconsistent. To investigate this effect systematically, an experiment was performed at the 1.5T system using a cylindrical phantom containing doped water. Three scans were acquired: conventional SE, ss-EPI, and PI-accelerated ss-EPI. Both EPI scans used half Fourier, and all scans used a matrix of 256 × 256. In the accelerated EPI scan the 48 most central lines were acquired at full sampling density, and the remaining upper half of k-space was acquired with an ORF of 4, yielding a total of 48 + 26 k_y lines. GRAPPA weights were estimated from the central lines and applied to the outer part of k-space to synthesize the missing lines.

Second, the impact of using GRAPPA weights and coil sensitivity maps derived from data in which the off-resonance sensitivity differs from that of the accelerated iEPI scan, but in which both acquisitions have a constant k-space velocity, was investigated. For SENSE, it is clear that significant geometric distortions will misplace coil sensitivity information that is relevant for the pixelwise unfolding operation. However, this is not so intuitive for k-space-based methods such as GRAPPA. The phase accrual due to various amounts of off-resonances will alter the relationship between neighboring lines in k-space, but the question is to which extent this will alter GRAPPA weights and how well the calibration scan and the accelerated scan must match. To enhance the effects of susceptibility distortions, this second experiment was performed on the 3T system and this time a volunteer was used to obtain relevant local susceptibility gradients. Three calibration scans were acquired (with increasing distortion levels): conventional SE, three-interleave EPI, and ss-EPI. Thereafter, in-plane motion correction was performed by minimizing the sum-of-squares (SoS) differences between the 0 image caused by motion, one should also expect some degradation of the PI calibration. Applying the same imaging parameters used during the off-resonance experiments, a three-interleave tetrahedral DWI sequence was run three times as follows: 1) without motion, 2) with constant head motion, and 3) without motion but with the head rotated 40° from condition 1. Motion between the calibration data and the PI scan was simulated by estimating calibration information from the first b_0 image in the rotated head in condition 3 and applying it to the motion-free scan in condition 1. For the persistent motion experiment, only data from condition 2 were used for estimation and application of the PI information. After the coil sensitivity maps and GRAPPA weights were extracted from the b_0 image, each interleaf of the scan was used to reconstruct an individual image using SENSE or GRAPPA. Thereafter, in-plane motion correction was performed by minimizing the sum-of-squares (SoS) differences between the b_0 images (one image is formed from each shot in the scan as PI yields a full image for each interleaf). Similarly, SENSE and GRAPPA were used to reconstruct each interleaf of all the DW images, using the reconstruction of the first interleaf of the first diffusion-encoding direction as image template to register the remaining DW images. In order to capture large motion, the images were smoothed with a Gaussian filter of 15 mm for an initial coarse estimation, followed by a second iteration using a 3-mm smoothing filter to capture fine motion.

On Perturbations Induced Through Motion

In DWI, motion artifacts can be categorized into two groups. The first category results from bulk physiologic motion between the excitation and the readout, leading to signal loss and often dark “worm-like” structures in the image. This artifact occurs primarily in the lower part of the brain and is effectively avoided by the use of peripheral or cardiac gating (32), or is reduced via multiple scan averages. However, each method will add scan time, which is why this artifact is often accepted in an acute-stroke setting for the sake of rapid scan completion.

The second category of motion artifacts involves rigid head motion that occurs between the acquisitions of different interleaves and different DW component images. These misalignments lead to blurred images, erroneous computation of ADC maps, or even ghosting artifacts in the case of interleaved acquisitions. With the proposed approach of attaining GRAPPA weights and coil sensitivity maps from the b_0 image data, motion can also affect the PI calibration. For SENSE, such ghost artifacts may put the coil sensitivity at wrong positions, yielding SENSE reconstruction errors. However, it is less obvious what happens to the GRAPPA weights.

To investigate the interaction between motion and PI reconstructions, final reconstruction results with and without rigid motion correction under two different experimental conditions were compared. First, we assumed a simple head misregistration between the calibration scan and the PI scan. For the case of our PI-accelerated DW iEPI pulse sequence design, this corresponds to movement between the b_0 and subsequent diffusion-encoded images without any motion between interleaves. In this case, the PI calibration derived from the b_0 image should be unaffected. Second, we investigated the effects of persistent (mostly in-plane) motion during the entire scan (i.e., motion between shots, slices, and volumes). Because of the inconsistencies in the formation of the b_0 image caused by this motion, one should also expect some degradation of the PI calibration. Applying the same imaging parameters used during the off-resonance experiments, a three-interleave tetrahedral DWI sequence was run three times as follows: 1) without motion, 2) with constant head motion, and 3) without motion but with the head rotated 40° from condition 1. Motion between the calibration data and the PI scan was simulated by estimating calibration information from the first b_0 image in the rotated head in condition 3 and applying it to the motion-free scan in condition 1. For the persistent motion experiment, only data from condition 2 were used for estimation and application of the PI information.
FIG. 1. Conventional self-calibrated GRAPPA in combination with EPI. (a) ss-EPI and (c) conventional SE show the phantom with and without geometric distortions. Using a variable k-space sampling scheme for EPI with an ORF of 4 results in a GRAPPA-reconstructed image (b). Here the low-resolution portion of the image remains shifted, whereas the higher spatial frequencies (edges) are four times less distorted than the low-spatial-frequency components, yielding this double-image appearance. The white dashed lines are guides for the true phantom edges defined in c and the distorted edges in a. This is evidence that conventional self-calibration may not be used with EPI.

**Clinical MR Protocol**

Clinical DWI acquisitions were performed in a consecutive series of 153 patients (78 men and 75 women) who had been admitted with stroke-like symptoms. The existing product version of DW-ssEPI was run in parallel with our PI-driven interleaved DW-EPI sequence using similar parameters as for the volunteers scans above, with the exception of 23 5-mm slices and an initial TR of 4.8 s. For the first 88 patients, the interleaved DW-EPI sequence was run twice with four-shot/128 × 128 resolution and with three-shot/192 × 192 resolution. A comparative evaluation of improvements in the diagnostic image merits was performed on this initial patient set. The evaluation criteria included the level of EPI artifacts, level of PI artifacts, SNR, diagnostic details, and diagnostic confidence. The evaluation resulted in confidence that the higher spatial resolution was supportable, and the protocol was modified to use only the three-interleave 192 × 192 scan. By increasing NEX to 3 and reducing TR to 3 s, this yielded a scan time of 2:21 min for the new sequence. Conversely, the total scan time of the product 128 × 128 ssDW-EPI version was 0:40 min (+ 0:10 min reference scan). These two clinical scans were compared only with respect to stroke diagnosis, and not as a comparison of SNR.

**RESULTS**

Figure 1a and c show phantom data obtained using ss-EPI and a conventional SE sequence, respectively. The dashed lines delineate the upper and lower edges of the phantom defined by these images. Figure 1b shows the self-calibrated PI scan with a variable sampling density scheme (48 ACS lines, ORF = 4). By comparing Fig. 1b and c, one can see that only the high-spatial-frequency components of the image are approaching the true geometry, while the low-spatial-frequency components of the image are still equally as distorted as in Fig. 1a. This renders the image self-inconsistent and hence not useable in practice. In other words, self-calibrating k-space sampling trajectories,

g-factor noise amplification from the PI reconstruction. However, in this implementation all SENSE- or GRAPPA-reconstructed interleaves will be magnitude averaged, thereby incorporating an identical number of samples as in the ssDWI-EPI case, leaving only the g-factor noise penalty.

Another benefit of interleaved sequences is the shortened EPI trains. To some extent this reduces the TE, but more importantly reduces signal loss during the course of the EPI readout. To study the impact of certain acceleration factors for various resolutions and to investigate the SNR/scan time efficiency, brain DWI data at 1.5T using \( N_{\text{inter}} = 1-4 \) and image resolutions of 128 × 128 and 192 × 192 were acquired. Five repetitions (\( N_{\text{rep}} = 5 \)) of the tetrahedral encoding scheme were acquired continuously after each other for each resolution and \( N_{\text{inter}} \). Isotropic DWI maps were calculated using GRAPPA and SENSE for each repetition. From these maps, noise maps were calculated via the voxelwise relative standard deviation (SD), \( \sigma_{\text{rel}} \), from the \( N_{\text{rep}} \) isoDWI signal intensities:

\[
\sigma_{\text{rel}}(i,j) = \sqrt{\frac{1}{N_{\text{rep}}-1} \sum_{k=1}^{N_{\text{rep}}} |S_{\text{isodw}}(i,j,k) - \langle S_{\text{isodw}}(i,j) \rangle|^2 / \langle S_{\text{isodw}}(i,j) \rangle}
\]

Because scan time increases with \( N_{\text{inter}} \), the noise maps were normalized to the same effective scan time by multiplying them by \( \sqrt{N_{\text{inter}}} \) via the fact that \( \text{SNR} \propto \sqrt{\text{scan time}} \). Hence, the noise maps presented here will actually reflect SNR/scan time efficiency. For a fair comparison of normalized scan time, the one-, two-, and four-interleave scans were magnitude-averaged using four, two, and one repetition(s), respectively (the three-shot scans were excluded because they were not divisible with five repetitions). Moreover, with twice-refocused diffusion sequences and half-Fourier imaging, the TE (and hence the SNR) becomes very sensitive to the number of overscans (i.e., the number of extra lines beyond half k-space) per interleave. Therefore, to acquire the single-shot scans in an SNR-optimal manner, the overscans were reduced to 16. In this way the TE was reduced by \( \sim 20 \) ms for the single-shot scans.
as used in conventional GRAPPA or mSENSE accelerated sequences, interact badly with the off-resonance sensitivity in EPI. This may be due to 1) the two different off-resonance sensitivities in $k$-space per se, and/or 2) the fact that PI calibration information is perturbed by the off-resonances so much that it cannot be applied to the outer parts of $k$-space. The next figure isolates and tests the latter explanation.

In Fig. 2 the three-interleave DW-EPI data were reconstructed using three different sets of GRAPPA weights and coil sensitivity calibration data derived from the SE (Fig. 2a, no off-resonances), three-interleave SE-EPI (Fig. 2b, off-resonances matched to the scan), or ss-SE-EPI scans (Fig. 2c, three times the off-resonances). By comparing the images for both GRAPPA (d–f) and SENSE (g–i) reconstructions with the three sets of calibration data, it is found that susceptibility differences between the calibration and the PI-accelerated scans are of lower importance than expected. Only moderate reconstruction errors occurred when the one-shot calibration scan was used, in which case the mismatch between the coil sensitivity maps derived from Fig. 2c and the three-shot scan was enough to make the SENSE data fall outside the supported region defined by the calibration scan (see arrow and enlarged inset in Fig. 2k). The corresponding GRAPPA image (Fig. 2f) shows instead a slight noise enhancement and a vague ghost (see arrow and enlarged inset in Fig. 2j). Nevertheless, neither GRAPPA nor SENSE are prone to reconstruction artifacts near the temporal lobes (Fig. 2e and h), despite the susceptibility-induced distortions in those areas (Fig. 2c). This implies that there is in fact a high degree of flexibility in the choice of calibration scans (i.e., EPI vs. conventional images), although highly distorted calibration scans, such as the one-shot scan, are less adequate. It also leads to the conclusion that the poor image quality in Fig. 1 is due solely to the different $k$-space velocities (explanation 1) introduced through the variable $k$-space sampling density scheme, and is not due to the GRAPPA weights or coil sensitivity information calculated from data with unmatched off-resonance sensitivity.

In Fig. 3a the image used as calibration is shown with the edge features of the PI DWI image superimposed in red to illustrate the degree of reorientation between the two scans. The extreme rotation was picked to exaggerate the following effects for reasons of better visualization. Figure 3b and c show the isotropic DW images reconstructed with GRAPPA and SENSE, respectively. For GRAPPA, no residual aliasing can be seen and the image quality is comparable to that in Fig. 2d–f. However, since the SENSE algorithm operates on a pixel-by-pixel basis in the image domain, misalignments between the calibration and PI scans are clearly more problematic, leaving significant residual aliasing from areas where proper coil sensitivity information does not exist.

While these results are encouraging for GRAPPA, there is still the matter of motion that may occur throughout the DW-EPI scan. Figure 4 shows data acquired while the volunteer performed a significant and continuous oscillatory head rotation. The top row (Fig. 4a) shows the first $b_0$ image used to estimate the GRAPPA weights and coil
sensitivity maps. The image suffers from prominent ghosting due to the head motion. In the second row (Fig. 4b and e), the same \( b_0 \) image as in Fig. 4a is shown after the following four steps were carried out: 1) GRAPPA weights and coil sensitivity information calculated from image in Fig. 4a, 2) GRAPPA and SENSE reconstruction of each interleaf, 3) motion correction between the individually reconstructed “shot-images,” and 4) magnitude averaging across the shot-images. Using GRAPPA (Fig. 4b) in combination with motion correction, no residual ghosts and no superimposed structures remain. From the ghost-free \( b_0 \) image in Fig. 4b, we can draw three conclusions: 1) our image entropy-based ghost minimization routine that corrects only for intrashot ghosting was not deceived by the motion-induced intershot ghosting, 2) the accuracy of the GRAPPA weights is not reduced by the intershot ghosting (i.e., no GRAPPA-related aliasing was introduced), and 3) the 2D motion correction by coregistration of shots 2 and 3 onto shot 1 is an acceptable approach. Similar GRAPPA reconstructions of the isotropic DW images are shown without (Fig. 4c) and with (Fig. 4d) motion correction of the 24 component images (3 shots \( \times 4 \) directions \( \times 2 \) repetitions) applied. However, due to some through-plane motion, the image in Fig. 4d is not quite as sharp as those presented in Figs. 2 and 3. For the SENSE case, the motion-induced ghosting in Fig. 4a also affected the coil sensitivity maps and in turn the shot-images, leading to patches of induced ghosting in Fig. 4a also affected the coil sensitivity maps. The image suffers from prominent ghosting due to the head motion. In the second row (Fig. 4b and e), the same \( b_0 \) image as in Fig. 4a is shown after the following four steps were carried out: 1) GRAPPA weights and coil sensitivity information calculated from image in Fig. 4a, 2) GRAPPA and SENSE reconstruction of each interleaf, 3) motion correction between the individually reconstructed “shot-images,” and 4) magnitude averaging across the shot-images. Using GRAPPA (Fig. 4b) in combination with motion correction, no residual ghosts and no superimposed structures remain. From the ghost-free \( b_0 \) image in Fig. 4b, we can draw three conclusions: 1) our image entropy-based ghost minimization routine that corrects only for intrashot ghosting was not deceived by the motion-induced intershot ghosting, 2) the accuracy of the GRAPPA weights is not reduced by the intershot ghosting (i.e., no GRAPPA-related aliasing was introduced), and 3) the 2D motion correction by coregistration of shots 2 and 3 onto shot 1 is an acceptable approach. Similar GRAPPA reconstructions of the isotropic DW images are shown without (Fig. 4c) and with (Fig. 4d) motion correction of the 24 component images (3 shots \( \times 4 \) directions \( \times 2 \) repetitions) applied. However, due to some through-plane motion, the image in Fig. 4d is not quite as sharp as those presented in Figs. 2 and 3. For the SENSE case, the motion-induced ghosting in Fig. 4a also affected the coil sensitivity maps and in turn the shot-images, leading to patches of residual ghosts that prevented intensity-based realignment on the \( b_0 \) images from working satisfactorily (Fig. 4e). With regard to the SENSE-reconstructed DW images, the ghosting from the coil sensitivity map is even more apparent (Fig. 4f), in which case the intensity of the ghosts is so bright that the motion correction does not pick up any true motion (Fig. 4g). On this note, please recall that EPI ghosts do not follow the head as it rotates, since they occur in the phase-encoding direction or \( y \)-axis in the laboratory space. This explains why the motion correction is not “supposed” to find the motion if the ghost intensity is high in relation to the true object, as in Fig. 4f.

The results from the noise experiment for the isotropic DWI data are shown in Fig. 5. In Fig. 5a, isoDWI maps averaged over different number of repetitions (to normalize to the same scan time) are presented with 192 \( \times \) 192 (top row) and 128 \( \times \) 128 (bottom row) resolution. Columns (left-to-right) correspond to one-shot (four averages), two-shot (two averages), and four-shot (one average) scans. Except for the one-shot column, which was reconstructed without PI, the remaining images were concatenated from both GRAPPA and SENSE reconstructions (the left side (patient’s right) was reconstructed using GRAPPA, and the right side was reconstructed with SENSE). This greatly aids comparison of the two methods. A closer look at the single- and two-shot data suggests that they have a similar noise appearance. This is explained by the fact that at \( R = 2 \) the g-factor is very small, and the single-shot methods acquire mostly noise for the outer \( k \)-space lines due to the long EPI readout train (despite reducing the overscans from 24 to 16). For the four-shot scan, the g-factor, for both GRAPPA and SENSE, makes the image prone to more spatially varying noise. Also, unlike the significant shortening of the EPI train by going from one to two shots, there are diminishing returns and less SNR to gain by increasing the reduction factor ever further. Figure 5b contains \( \sigma_{\text{rel}} \)-maps with a similar arrangement as in Fig. 5a, but now also with the three-shot data. As mentioned earlier, \( \sigma_{\text{rel}} \) is scaled by \( \sqrt{N_{\text{inter}}} \) to allow one to visually compare the noise/scan time penalty. For the higher resolution (top), \( \sigma_{\text{rel}} \sqrt{N_{\text{inter}}} \) is almost constant across one to three shots, with comparable noise levels between GRAPPA and SENSE. For the lower 128 \( \times \) 128 resolution (bottom), \( \sigma_{\text{rel}} \sqrt{N_{\text{inter}}} \) naturally lower throughout the image when compared to the 192 \( \times \) 192 resolution, but in this case the noise is more steadily increasing from two shots (Fig. 5c). The reason for this difference is that there is not the same penalty of long EPI trains for single-shot 128 \( \times \) 128 matrices as for 192 \( \times \) 192 matrices. To illustrate the SNR gains from using multishot (ms)-EPI, \( TE_{\text{eff}} \) and the time for the end of the readout train are plotted in Fig. 5d.

Finally, four clinical stroke cases acquired with the standard 128 \( \times \) 128, ss-DW-EPI sequence and our 192 \( \times \) 192, three-shot DW-EPI sequence reconstructed with GRAPPA are presented in Fig. 6 (left and right columns, respectively). For the upper two cases, the arrows indicate small lesions that are very hard to delineate on conventional ssEPI series, but are easily picked up on the high-resolution three-shot GRAPPA DWI scans. Despite the increased spatial resolution, the three-shot scans also have less geometric distortions. This is important when trying to find or rule out lesions in areas of increased susceptibility gradients. Moreover, cortical lesions could also be delineated much better with the new approach. In none of our clinical
cases did motion cause residual artifacts, despite the pro-

DISCUSSION

A new DW-EPI variant that combines PI with DW iEPI has
been introduced. This method shares the benefits of navig-
gated iEPI in terms of reduced distortions, without the risk of generating the bothersome ghosting artifacts that are otherwise typical for ms-DW-EPI. Navigated iEPI has, under the assumption of ideal navigator correction, one benefit over our method in the low-SNR regime. The $N_{\text{iter}}$ times more acquired data fed to the Fourier transform will result in a less pronounced Rician distribution in the magnitude images than our approach, since the magnitude averaging of the “shot-images” does not alter the Rician distribution—it only reduces the variance. For a reliable image reconstruction in an acute-stroke setting, we have found it advantageous to be able to extract the PI calibration information from the scan itself rather than relying on a previous calibration scan. However, in this study we have also shown that conventional self-calibrating techniques, such as those proposed for GRAPPA and mSENSE using a variable $k$-space sampling pattern, are incompatible with EPI (see Fig. 1). This is due to two different sampling bandwidths along the phase-encode dimension that cause the low spatial frequencies to be distorted more than the higher spatial frequencies. Despite these facts, it was demonstrated that neither the GRAPPA weights nor the SENSE coil sensitivity maps were particularly sensitive to off-resonances. The different external images (SE, three-shot EPI, and one-shot EPI) used for calibration produced ghost- and alias-free reconstructions of the three-shot DW-EPI data (Fig. 2). Only for more extreme cases of mismatch (e.g., geometric distortions of ssEPI at 3T) will reconstruction artifacts occur for SENSE, and slight noise enhancement for GRAPPA. It is worthwhile to note that the use of the three-shot $b_0$ image (as a part of the scan) for PI calibration does not produce a worse reconstruction than a time-consuming but high-SNR and distortion-free SE image. This finding renders interleaved self-calibration fairly optimal in this regard, as we neither need to scan nor carry around a separate PI calibration data set.

With regard to head motion, the image quality of the PI reconstructions performed was found to be more favorable with GRAPPA than with SENSE. This can be appreciated best from the reconstructions of experiments in which sustained motion was performed (Fig. 4). From Fig. 4 we conclude that GRAPPA will perform well even for very uncooperative patients, and compared to SENSE (Fig. 3c), GRAPPA appears to be more robust to misalignments between the calibration scans (in our case the $b_0$ images) and the DW images. SENSE artifacts remain despite the 20 voxel smoothing kernel applied on the coil sensitivity maps, which acts like a dilation filter that bridges local signal voids and increases the extent of the coil sensitivity maps around the brain. For misalignments larger than in Fig. 3, the GRAPPA weights will also eventually fail. Such large motion was not possible given the limited room between the head and the eight-channel RF coil used throughout this study, but it may be possible for smaller objects or larger RF coils. These findings add to other advantages of GRAPPA over SENSE that have already been reported in the literature, such as proper reconstruction even when a part of the object is outside the FOV (20).

At this point it should be noted that augmented SENSE methods exist that could overcome the artifacts shown in Figs. 3 and 4 for SENSE and make it comparable to GRAPPA. The use of adaptive regularization schemes (33), background elimination, further extrapolation (in addition
to the implicit extrapolation due to smoothing performed here) via, e.g., local polynomial filtering (17) or global fitting schemes are examples of SENSE enhancements, none of which have been explored in this paper. Using these techniques, larger misalignments between the calibration scan and the accelerated scans should be tolerable. Furthermore, the coil sensitivity field should be less prone to motion artifacts, leading to less image ghosting, which in turn would allow motion correction on that data to function similarly to the GRAPPA reconstructions shown here.

To date, this sequence has been tested for reduction factors of up to 4 at matrix sizes of 128 and 192. For these acquisition matrices, the eight-channel head array used for this study currently poses a fundamental limit to acceleration factors of 4 and beyond. Nevertheless, with dedicated “many”-channel head arrays, it can be anticipated that acceleration factors can be increased ever further, and thus geometric distortions and blurring can be further reduced. Of course, the point at which PI reconstruction artifacts and g-factor-related noise enhancement outweighs the distortion and blurring reduction of EPI depends on several factors, such as the coil type, number of coils, acquisition matrix size, and slice thickness. As shown in Fig. 5, there is no apparent noise difference between one to three shots. In c the mean of $\sigma_{\text{rel}} \sqrt{N_{\text{inter}}}$ over all brain pixels in b is given. The black dots and dashed lines indicate the noise level of the ss-EPI, which is constant for one- to three-shot GRAPPA with a 192 × 192 matrix. In d the TEs and time for the end of the EPI train are given. Overall, SENSE and GRAPPA demonstrate very similar noise characteristics, except for 192 × 192 at $R = 4$, where SENSE has a small advantage.

**Fig. 5.** SNR efficiency of volunteer brain data. a: Split view with both GRAPPA and SENSE reconstructions in each subpanel for an easy noise comparison between the two for different image resolutions and shots. All data have been averaged over different numbers of repetitions to normalize by scan time. One and two shots are comparable, while the structured noise is disturbing for the four-shot case. b: Relative SD maps, normalized to the same scan time ($\sigma_{\text{rel}} \sqrt{N_{\text{inter}}}$, Eq. [1]). For 192 × 192, there is no apparent noise difference between one to three shots. In c the mean of $\sigma_{\text{rel}} \sqrt{N_{\text{inter}}}$ over all brain pixels in b is given. The black dots and dashed lines indicate the noise level of the ss-EPI, which is constant for one- to three-shot GRAPPA with a 192 × 192 matrix. In d the TEs and time for the end of the EPI train are given. Overall, SENSE and GRAPPA demonstrate very similar noise characteristics, except for 192 × 192 at $R = 4$, where SENSE has a small advantage.
times to compensate for the SNR loss (by a factor of $>2$) at $192 \times 192$ resolution from the increased spatial resolution. This averaging was especially needed when the eight-element neurovascular coil was used, which is less optimal for PI, and could barely support the reduction factor of 3. If very short scan times are required (probably at lower image resolutions), a single repetition for all of the interleaves for the (first) $b_0$ image and one interleave for each diffusion direction may be acquired. This would still make the sequence a self-calibrated $R = 3$ acquisition that, on our clinical system, could acquire over 28 slices in less than 30 s.

For the ongoing clinical study, GRAPPA was used solely for the reconstructions, as no need to use SENSE was found, given the results presented in this paper. To further increase robustness with respect to motion for our clinical scans, three sets of GRAPPA weights from all three repetitions of the $b_0$ images are calculated. The set of weights that has the smallest fit error to the data is used for the reconstruction. In numerous test cases, we found that the fit-error of the GRAPPA weights was in perfect agreement with the amount of ghosting in the image. This allows us to preclude the scenario in which the patient moves substantially between the interleaves that form the first $b_0$ image, which would produce inferior GRAPPA weights and hamper the entire data set.

CONCLUSIONS

A new PI-driven ms-DW-EPI sequence has been developed that allows the use of high-resolution DWI with reduced geometric distortions and equivalent SNR efficiency. It was found that the variable $k$-space sampling density normally used in GRAPPA and mSENSE led to considerable reconstruction artifacts for ss-EPI. On the contrary, even quite substantial perturbations in the calibration scans due to off-resonances led only to slight noise enhancement for GRAPPA and limited artifacts for SENSE. However, obtaining the PI calibration information from the $b_0$ of the data itself, as proposed in this work, increased the SNR slightly. For both the case of motion during the acquisition of $b_0$ images (used for PI calibration), and motion between the $b_0$ and the rest of the DWI data, GRAPPA was superior to SENSE, whereas with respect to the SNR/scan time ratio, both PI methods were comparable. The advances in DWI presented in this study lead to spatial resolutions that approach those of conventional images. From that finding, in conjunction with a decrease in geometric distortions, we anticipate both an increase in lesion detectability and confidence in the diagnostic workup of acute-stroke patients.
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FIG. 6. Clinical examples of the standard diffusion sequence using (a) $128 \times 128$ ss-EPI data acquired in less than 1 min, and (b) our three-shot $192 \times 192$ DW-EPI data reconstructed with GRAPPA using a tetrahedral diffusion scheme repeated three times. The top and bottom rows were acquired with the eight-channel neurovascular array coil and the eight-channel neurovascular array coil, respectively.


28. Skare et al.