Quantitative Phase Microscopy: how to make phase data meaningful
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ABSTRACT

The continued development of hardware and associated image processing techniques for quantitative phase microscopy has allowed superior phase data to be acquired that readily shows dynamic optical volume changes and enables particle tracking. Recent efforts have focused on tying phase data and associated metrics to cell morphology. One challenge in measuring biological objects using interferometrically obtained phase information is achieving consistent phase unwrapping and background shape removal throughout a sequence of images. Work has been done to improve the phase unwrapping in two-dimensions and correct for temporal discrepancies using a temporal unwrapping procedure. The residual background shape due to mean value fluctuations and residual tilts can be removed automatically using a simple object characterization algorithm. Once the phase data are processed consistently, it is then possible to characterize biological samples such as myocytes and myoblasts in terms of their size, texture and optical volume and track those features dynamically. By observing optical volume dynamically it is possible to determine the presence of objects such as vesicles within myoblasts even when they are co-located with other objects. Quantitative phase microscopy provides a label-free mechanism to characterize living cells and their morphology in dynamic environments, however it is critical to connect the measured phase to important biological function for this measurement modality to prove useful to a broader scientific community. In order to do so, results must be highly consistent and require little to no user manipulation to achieve high quality numerical results that can be combined with other imaging modalities.
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1. INTRODUCTION

A quantitative phase microscope (QPM) has been prototyped capable of instantaneously measuring live cells. It allows the ability to follow motions and processes over time, quantifying such things as cellular dynamics, motility, and cell and tissue morphology. Phase imaging quantifies optical thickness variations due to small variations in refractive index relating to variations in density of different structures and materials within cells and tissues. Very small refractive index variations can manifest as large variations in optical thickness. This paper presents an update on research in developing analysis methods for this microscope and shares recent measured results. The conversion of raw measurements into useful and consistent phase information is the critical step that determines accuracy and usefulness of quantitative phase microscopy. Further connecting the measured phase to biological function is vital to help educate the broader scientific community and in turn make the QPM a more useful and versatile tool to study cellular morphology dynamics. Consistent, high-quality phase data is easily obtained with the methods explored in this work and is capable of enabling the scientific community to more readily explore the power of this extremely sensitive label-free imaging technique.

2. BACKGROUND

Techniques developed for full-field phase-imaging interference microscopes have historically relied upon temporal phase-measurement methods, which obtain interferograms sequentially at multiple time points; this requires vibration isolation and limits acquisition speeds based on the number of camera frames to be processed. [1-3] The method utilized in this microscope developed by 4D Technology relies on a pixelated polarization mask with a low coherence source to obtain high quality phase measurements in one snapshot. This enables data acquisition at rates up to 15 images per second and
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eliminates the need for vibration isolation to obtain high quality images. The design of this microscope has been described previously and more detail can be found in the literature. [4]

2.1 Dynamic interference microscope system

The quantitative phase microscope used for this work is a Linnik-based configuration. It consists of a Köhler-type illumination system utilizing a low coherence extended source, [5] and a simple imaging system as shown in Figure 1. An aperture stop enables controlling the size of the source in the entrance pupil of the microscope objectives, while a field stop enables easier alignment of the system.

![Optical schematic of Linnik interference microscope](image1)

The object and reference beams have orthogonal linear polarizations with the incoming illumination split before the microscope objectives using a polarization beamsplitter. The relative irradiances of the test and object beam are balanced for maximum contrast by changing the angle of the linear polarizer. A quarter-wave plate (QWP) before the camera combines the two polarized beams so that they can interfere at the pixelated phase mask. For the measurements in this paper, samples in water or cell media are viewed in reflection through a cover slip. Sources with wavelengths of 515nm, 660 nm and 785 nm were used with a 50X NA 0.8 or 20X NA 0.45 microscope objective. The imaging tube lens magnification is 1X with a flip-in 2.25X field of view (FOV) lens.

![Prototype interference microscope](image2)

Figure 2 shows a photograph of the prototype system. The Linnik objective is seen below the microscope (blue and white box) with a 5-axis translation stage below for adjusting position and tip/tilt of the sample. The compact design of this system enables it to be used on a variety of stands so that it can be interfaced with different types of staging and cell handling systems.
2.2 Obtaining phase images and determining optical thickness

For phase imaging applications, pixelated phase mask sensor technology uniquely provides a single frame phase measurement in a compact, robust format that is compatible with conventional microscope imagining systems, and permits the use of a wide variety of wavelengths and source bandwidths without the need for vibration isolation or scanning.[6–8] All necessary information to determine phase is recorded in a single snapshot. It enables the creation of a versatile and compact microscope interferometer for biological applications.

2.2.1 Wire-grid polarizers

The polarization-mask is constructed from an array of micropolarizers that are constructed from wire grid polarizers as shown in Figure 3. Wire-grid polarizers are made of tiny metal wires that are deposited on a transparent substrate (typically aluminum wires on a glass substrate). The linewidth, thickness and period of the wires are approximately 100nm, 120nm and 240nm respectively. These sub-wavelength structures have the property of reflecting light polarized parallel to the wires and transmitting light polarized perpendicular to them. They function as efficient polarizers over a wide range of wavelengths and angles.

![Wire grid polarizer array bonded to detector array pixels](image)

Figure 3. The pixelated phase mask has 4 different polarizations comprising a unit cell of 2x2 different relative phase values.

2.2.2 Phase imaging with a pixelated phase-mask

At the phase mask, the reference and test beams have orthogonal circular polarizations (i.e., right-hand circular and left-hand circular). When combined, the measured irradiance at each pixel of the mask is given by Equation (1). [9]

\[ I(x, y) = \frac{1}{2} \left[ I_r + I_s + 2\sqrt{I_r I_s} \cos[\Delta \psi(x, y) + 2\alpha_p] \right], \]

where \( \alpha_p \) is the angle of the polarizer with respect to the x, y plane, I_r and I_s are the intensity of reference and signal beams respectively, and \( \Delta \psi(x,y) \) is the optical path difference between the beams. When this equation is applied to each of the 4 pixels in the unit cell, phase differences of 0°, 90°, 180°, and 270° are encoded into a single image when a single interferogram is recorded. For each of the four pixel types we can write Equations (2)-(5) as,

\[ A(x, y) = \frac{1}{2} \left[ I_r + I_s + 2\sqrt{I_r I_s} \cos[\Delta \psi(x, y)] \right] \]

(2)

\[ B(x, y) = \frac{1}{2} \left[ I_r + I_s + 2\sqrt{I_r I_s} \cos \left[ \Delta \psi(x, y) + \frac{\pi}{2} \right] \right] \]

(3)

\[ C(x, y) = \frac{1}{2} \left[ I_r + I_s + 2\sqrt{I_r I_s} \cos[\Delta \psi(x, y)] + \pi \right] \]

(4)

\[ D(x, y) = \frac{1}{2} \left[ I_r + I_s + 2\sqrt{I_r I_s} \cos \left[ \Delta \psi(x, y) + \frac{3\pi}{2} \right] \right] \]

(5)

Four simultaneous full-field interferograms can then be synthesized by combining pixels of each phase type. These four interferograms can be processed by a variety of algorithms that are well-known for calculating image phase.[10, 11] One well-known phase algorithm is the simple four-frame algorithm shown in Equation (6) as,

\[ \psi(x, y) = ATAN2[D(x, y) - B(x, y), A(x, y) - C(x, y)], \]

(6)

where ATAN2 is the \( 2\pi \) arctangent function. This produces a modulo \( 2\pi \) (wrapped) phase map which then needs to be unwrapped.
2.3 Unwrapping the phase in space and time

The result of Equation 6 is the wrapped phase which must be unwrapped so it is no longer restricted on the range \(-\pi < \psi \leq \pi\) radians. The unwrapped phase estimate will be generally referred to as \(\phi\). Phase unwrapping is a topic that has been discussed at length, both in terms of unwrapping algorithms and also in performance comparisons. [12-15] For this work, a quality-guided modulation-based phase unwrapping algorithm was implemented. [12] Despite using such a robust phase unwrapping algorithm, inconsistencies still exist in the unwrapped phase results among frames of data as seen in the rotifer imaged in Figure 4.

![Frame 87](5.8 seconds) ![Frame 88](5.87 seconds) ![Frame 91](6.07 s) ![Frame 96](6.4 s)

**Figure 4:** Rotifer showing inconsistent phase unwrapping between four frames of measurement data.

This figure shows four different unwrapping results for nearly the same wrapped phase. Multiple sources of error that can negatively impact the captured interferograms and their conversion into unwrapped phase are: noise, low modulation, object discontinuities, and violation of sampling theorem [16]. Because the absolute phase information of the rotifer in Figure 4 is unknown, assumptions must be made about the nature of the sample and whether or not the resultant unwrapped phase is realistic. For this measurement, the most realistic unwrapped phase for the four frames presented in the above figure is that of Frame 87 (far left). The two separate background regions on each side of the rotifer are unwrapped to approximately the same phase value. The body of the rotifer is unwrapped such that the transition from the thin regions of the tail (top left corner) to the central body region increases. Lastly, the background optical thickness is less than that of the rotifer which leads to the conclusion that the measurement is realistic. The difficulty in real measurements is that phase unwrapping inconsistencies can be detrimental to quantitative analysis. A method is desired that can unwrap the phase shown in Figure 4 consistently throughout the sequence of data.
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**Figure 5:** Comparison of two-dimensional phase unwrapping with additional temporal unwrapping. The temporal unwrapping step makes these frames of data usable.

Consistent two-dimensional phase unwrapping in a dataset is critical for accurate quantization of metrics such as optical thickness or volume of a dynamic observation. Without it, inconsistent frames of data must be discarded since the information they provide is not consistent with the rest of the dataset. Strategies exist for other applications outside of interferometry, such as MRI and InSAR, to consistently unwrap three-dimensional phase data with significant interframe motion. [17-19] Simpler approaches can be taken by temporally unwrapping the data and assuming minimal motion [20,
In this case, the assumption is that there is minimal phase aliasing in the temporal axis. For the analysis of data acquired by the QPM, methods must be developed that specifically apply to the phase data and create consistency within datasets. By first two-dimensionally phase unwrapping each frame of data, then subsequently applying a temporal phase unwrapping algorithm, it is possible to reduce interframe unwrapping errors. Without these methods, frames of data with inconsistent phase unwrapping must be thrown out. When observing biological phenomenon, having the greatest quantity of data with the highest time resolution is preferred. Intelligent application of two-dimensional and temporal phase unwrapping in combination provide a good solution for consistent phase measurement.

Although the unwrapped phase is now consistent between sequential frames of data, there is often residual background shape due to measurements in the interferometer being made in a non-null condition. Strategies to reduce the presence of this background shape is a crucial next step in data processing for quantitative phase microscopy.

### 2.4 Automated Background removal

The goal is to have the phase measurement of an object of interest not to be influenced by variations in the measurement condition (e.g. glass thickness variations, slight mirror deviations, alignment error, vibration, etc). Within the field of quantitative phase microscopy, background fluctuations are problematic for several reasons. When there is tilt between the reference and test arm of the interferometer (Linnik objective in this case), the cells appear to have the wrong thickness. Additionally, fluctuations in the mean value of the data results in temporal optical thickness changes that are inaccurate and prevent calculation of dry cell mass, optical volumes, or other important parameters used for scientific utility.

The background fluctuations are largely due residual vibration which is present whether or not the system is vibrationally isolated, but is magnified for systems placed on a standard workbench. This residual vibration causes small fluctuations in the mean value of the phase data. The second factor is the residual background shape due to non-null measurement configuration (residual tilt fringes and potentially higher order terms). In addition, there are also persistent and systematic optical deviations within the interferometer that can be removed by making a reference measurement. This is a well-known technique used in interferometry to remove optical aberrations characteristic to the interferometer and remove them from the measurement. [22] Residual background shape due to environmental changes and alignment errors can be removed manually or automatically as is shown in Figure 6. By isolating the background and forcing its mean value to be consistent across several frames of data, phase measurements can be made relative to the background with increased accuracy. [23] The importance of the background shape removal lies in the assumption that the accuracy of a phase measurement of a feature of interest is limited by the phase stability of the background.

![Image](http://example.com/image.png)

Figure 6: Automatic background applied to paramecium dataset shows (A) the unwrapped phase, (B) the mask created to find the background, (C) the best fit surface to the background and (D) the residual background leveled phase.

### 2.5 Determining optical thickness and optical volume

Now that a consistently unwrapped, background leveled version of the measured phase is available, it can be discussed in either phase (radians) or in terms of wavelengths of the source light (waves or nm). The phase data can be converted to optical thickness $OT(x,y)$ as shown in Equation (7) as,

$$OT(x,y) = OPD \cdot \frac{\lambda}{2} = \varphi(x,y) \left[ \frac{\lambda}{4\pi} \right]$$  \hspace{1cm} (7)

Optical thickness $(OT)$, seen in Equation (8), is an integrated measure of the overall optical path through the sample, which is the product of the localized index of refraction $n(x,y,z)$ and the physical thickness $t(x,y,z)$,

$$OT(x,y) = \int_0^T n(x,y,z) \cdot t(x,y,z)dz.$$  \hspace{1cm} (8)
For viewing in reflection OT includes a double pass through the coverslip and liquid containing the objects. Denser areas of the object with higher indices of refraction will yield a larger OT as shown in Figure 7.

![Diagram of OT measurement](image)

**Figure 7.** Optical path length through test sample includes the coverslip, liquid and objects. Graph (bottom) shows optical thickness profile for the section within the highlighted area.

Optical volume can also be calculated by integrating the optical thickness over a finite field of view. This quantity can provide additional valuable information to the scientific community. For this work, optical volume (OV) is being defined in Equation (9) as,

\[
OV(\tau) = \int_{y_1}^{y_2} \int_{x_1}^{x_2} \int_{z_0}^{\tau} n(x, y, z) \cdot t(x, y, z) dz \, dx \, dy
\]

(9)

This is equivalent to the optical thickness integrated over an area of the field of view for each frame captured at time \( \tau \). The importance in measuring optical volume is that it is proportional to dry cell mass, which can be used to measure growth and changes within a cell during its life cycle. [24-29] Quantitative phase microscopy is a very sensitive tool to investigate small changes in optical volume. By using a QPM to observe dynamic biological processes, it is possible to observe very small relative changes in optical thickness of a sample.

### 3. SAMPLE MEASUREMENTS

The value in quantitative phase measurements comes with the further analysis of the acquired data. There are many ways to analyze the data and extract additional information from the quantitative phase information. One simple quantitative exploration is characterizing cell size over time. Cellular boundaries are easily extracted using quantitative phase data. It is also possible to observe optical volume of a region as a function of time to observe changes, such as strength of contractions in spontaneously beating myocytes. Cell boundary identification can provide morphological characterization of different cell types. Ultimately, this type of analysis can help tie functional changes to morphological changes.

#### 3.1 Cellular Morphology Dynamics

Quantitative phase data enables the fast labeling of cells from their surrounding media. The size of a cell can quickly and effectively be characterized over the course of a measurement. Myocytes were measured over a period of 1:20 hours. Their boundaries were characterized using standard methods and the resultant cell is shown in Figure 8. [30]

![Figure 8: Cell boundary of myocytes](image)
size in the major and minor axes of the cells can be recorded. This is shown in Figure 9. There are other morphological metrics that can be measured once cellular boundaries are identified. The optical volume can be recorded and tracked to track cellular growth or to study the emission of intracellular particles. Further image analysis can determine texture parameters relating to the cell optical thickness. With this instrument, it is possible to observe and potentially quantify phenomena such as cell membrane ruffling as cells are moving and morphing.

![Figure 9: Major and minor axes length of Myocytes measured over 1 hour 20 minutes.](image)

Because QPM is still gaining momentum in the scientific community, it is important to show that these cellular measures, such as size, can be consistently measured over time. By confirming these results are consistent among different imaging modalities, it is a preliminary step in proving that label free imaging provides similar measurement of cellular extent as traditional imaging techniques. The next and most critical step is to further link quantitative phase information to cellular function to continue to show its effectiveness as a new and useful tool for the study of dynamic living organisms.

### 3.2 Optical Volume Dynamics

Observing optical volume dynamics is a tool that is made possible through consistent dynamic QPM results. Rat cardiac myocytes cultured onto a coverslip were observed at 15 fps. The phase data was unwrapped and background shape was removed. Two frames of optical thickness data are shown in Figure 10, before and after the application of IPHC (isoproterenol hydrochloride), a drug that increases beating frequency.

![Figure 10: Rat Cardiac Myocytes show before (left) and after (right) the application](image)

For the field of view shown, the optical volume can be calculated using Equation 9 for each measured point in time. The relative optical volume changes are seen in Figure 11.

By observing relative changes in optical volume over time, it is possible to observe two distinct results of applying IPHC to the myocytes: 1) the beating frequency increases by approximately a factor of eight, and 2) the beating strength increases by a factor of three. Characterization of beating strength is one example where quantitative phase microscopy provides information that is not obtainable through any other known observation method.
Another case in which quantitative observations of optical volume can be achieved is in the observation of vesicles travelling along actin fibers within myoblasts. By tracking two clusters of vesicles, the optical volume can be observed as these two clusters join together. Under phase contrast or brightfield microscope images, once two particles overlap one another, they can no longer be distinguished from each other. Using QPM, the optical volume of the vesicles allows for location tracking, even when particles overlap. Myoblasts were measured every minute over the course of 15 minutes. Two clusters were identified to track that cluster together during the course of the measurement, as seen in Figure 12.

These two clusters were then tracked and their optical volume calculated at each measurement point as they move towards one another and then become indistinguishable. The relative optical volume is shown in Figure 13.
As cluster 1 and 2 merge, their relative optical volume values effectively sum. The individual optical volume of cluster 1 and 2 compared to their optical volume once they merge agrees to within 0.4%. In addition, it is possible to see a discernable jump in the optical volume as another particle is absorbed into the cluster at 12 minutes. The consistent summation of the optical volume as two clusters merge provides evidence that quantitative phase measurements are sensitive and accurate even when particles start to overlap. If their individual optical volumes are known at some point in the measurement, estimates can be made regarding their position and group contribution when they become indistinguishable from other features within a measurement.

4. DISCUSSION AND CONCLUSIONS

This paper updates the progress of the development of a QPM and the corresponding image processing techniques necessary to retrieve consistent and accurate quantification of phase data describing cellular morphology dynamics. The image processing necessary to convert the raw phase data into a useful stream of data is non-trivial. Two-dimensional phase unwrapping techniques have been coupled with temporal phase unwrapping to create consistent dynamic phase measurements. Background leveling techniques are applied to minimize mean value fluctuations and residual tilts from environmental fluctuations. The elimination of the background variation is critical to measurement accuracy. With processed datasets, it is possible to easily identify cellular boundaries and in turn, characterize these local regions with metrics such as their size, local curvature, texture and optical volume. Particles, such as vesicles within myoblasts were tracked and it was shown that the optical volume of overlapping particles agrees to the individual particle’s optical volume within 0.4%. This level of agreement implies that particle tracking is still possible even if overlap starts to occur. The analysis examples shown in this work exemplify only a small fraction of the kinds of information that can be realized from quantitative phase data. Efforts are ongoing to find additional metrics that further display the utility of phase information in biology.
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