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ABSTRACT

In using cokriging to study soil spatial variability, a key step is to determine cross-variograms. A recently developed approach was utilized to compute pseudo-cross-variograms, from which cross-variograms can be formulated. The approach does not require a large number of common locations where data are available for all variables used in the cokriging modeling and estimation processes. In this study, with only one-thirteenth of the original data for NO\textsubscript{3} and Ca, valid cross-variograms, each with the electrical conductivity (EC), were obtained by using pseudo-cross-variograms. Based on the cross-variograms, cokriging with EC improved the estimation of NO\textsubscript{3} and Ca significantly. Cokriging yielded a smaller mean squared error (MSE) and kriging variance, and a higher correlation between estimates and measurements. Using 20 points of NO\textsubscript{3} and 130 points of EC, cokriging provided a similar distribution pattern for NO\textsubscript{3} as that generated with 100 points of NO\textsubscript{3}. Cokriging with EC reduced MSE and the mean kriging variance of the estimated Ca up to 78 and 85\%, respectively, compared with kriging.

SOIL SPATIAL VARIABILITY can be a frustrating issue in the field-scale description of soil physical, chemical, and hydrological parameters. Geostatistics is a helpful tool to study the spatial distribution of soil properties (Yost et al., 1982a,b; Burgess et al., 1981; Hatfield et al., 1984; Morkoc et al., 1985; Warrick et al., 1986). Most geostatistical research in soil science has been based on determinations of the spatial correlation function, i.e., the variogram, and a variety of linear estimators such as kriging.

Cokriging is an extended technique of kriging, which incorporates both spatial and intervariable correlation. Cokriging can estimate all or some variables using the same coefficient matrix. Several applications of cokriging for describing soil-water phenomena have been reported during the past 10 yr. For example, Vauclin et al. (1983) used kriging and cokriging to predict available water content and sand content. McBratney and Webster (1983) applied cokriging to interpret the topsoil silt content, using subsoil silt or subsoil sand as joint variables. Carr and Myers (1984) studied the application of cokriging to the analysis of satellite data. Yates and Warrick (1987) and Mulla (1988) estimated soil water content using a cokriging procedure in which the bare soil surface temperature and the sand content were used as auxiliary functions. Using soil-map delineations, Stein et al. (1988) pointed out that the use of cokriging resulted in an average increase in precision of about 10% in 30-yr average moisture deficit maps. Zhang et al. (1992) improved the estimation of soil texture by using cokriging with spectral properties.

The key step in cokriging is to formulate cross-variograms or cross-covariances of two random variables (or more). Standard approaches for modeling cross-variograms are usually based on sums or differences of the two random variables, which are measured at the same locations. One disadvantage to the standard approaches is that only common locations can be used. Estimating the cross-variograms requires a large number of locations where data is collected for both variables, a condition that is frequently not satisfied in practice. For cases in which this type of information is not available, cokriging cannot be used to improve estimation. Clark et al. (1989) presented a variation of cokriging, using pseudo-cross-variograms, which did not require that both variables be measured at the same locations. Our objective was to apply pseudo-cross-variograms and cokriging to improve estimations of the spatial distribution of soil chemicals over relatively large areas of land.

THEORY

Pseudo-Cross-Variograms

Cokriging is a method for estimating one or more variables of interest using data from several variables by incorporating not only spatial correlation but also intervariable correlation. Let \( Z_i(x_1), \ldots, Z_m(x) \) denote the value of the variables \( Z_1, \ldots, Z_m \) at location \( x \), and \( Z(x) = \{Z_i(x_1), \ldots, Z_m(x)\} \). If \( x_1, \ldots, x_n \) are sample locations with data \( Z(x_1), \ldots, Z(x_n) \), then the cokriging estimator can be written in the form

\[
Z(x) = \sum_{i=1}^{n} Z(x_i) \Gamma_i
\]

where \( \Gamma_i \)'s are weight matrices. In many applications, the data may not include values for all variables at all locations. This is called the undersampled problem. The estimator adapts to this case by inserting zeros in the appropriate places of the weight matrices. It is shown in Myers (1984) that the undersampled case is a special one both in terms of the estimator and the set of equations used to determine the weight matrices.

To determine the weight matrices, the variables \( (Z_i, j = 1, 2, \ldots, m) \) at \( x \), \( Z_i(x) \), are considered to be random functions and statistical conditions are imposed on the cokriging estimator. The estimator is required to be unbiased and the sum of the variances of the estimator errors (of the respective variables) is minimized. As shown in Myers (1982) this leads to a linear system of matrix equations. To quantify the spatial correlation of each variable and also the intervariable correlation, either variograms and cross-variograms, or covariances and cross-covariances are used. These statistical techniques are used to compute the variances of the errors of estimations. Covariances and cross-covariances can be used when the random functions are second-order stationary, i.e., when

(i) \( \text{E}(Z_i(x)) = m_i \), a constant depending on \( j \),
(ii) \( \text{Cov}(Z_i(x+h), Z_j(x)) = (\gamma_{ij}(h)) \) exists and depends only on \( h \) and \( j \),


where $E$ denotes the expected value and $Cov$ denotes the covariance. These conditions are sufficient for the cross-covariances to exist

$$Cov(Z_j(x + h), Z_k(x)) = C_{jk}(h)$$  \[2\]

Alternatively, the weaker assumption called the Intrinsic Hypothesis could be used

(i') $E(Z_j(x)) = m_j(x)$, a function of $j$ and $x$,

(ii') $0.5Var(Z_j(x + h) - Z_j(x)) = \gamma_j(h)$ exists and depends only on $h$ and $j$,

where $Var$ denotes the variogram. These conditions are sufficient for the cross-variogram to exist:

$$0.5Cov(Z_j(x + h) - Z_j(x), Z_k(x + h) - Z_k(x)) = \gamma_{jk}(h)$$  \[3\]

Whichever of these combinations is used, it is necessary to estimate and model correlation functions using the data. The advantage of using variograms and cross-variograms is that it is not necessary to separately estimate $m$. To estimate $\gamma_{jk}(h)$, it is necessary to find many pairs of sample locations with a separation $h$ (or nearly so) such that there are data for both $Z_j$ and $Z_k$ at the locations. However, in the under-sampled case, there may not be enough data pairs at sample locations. In an extreme case there may not be any such pairs. This problem can be alleviated by the use of the pseudo-cross-variogram, since it can be estimated even without such pairs. When using variograms and pseudo-cross-variograms, only minor changes are needed in the cokriging equations. In some cases the pseudo-cross-variograms can be used to model the cross-variograms. Clark et al. (1989) and Myers (1991) defined the pseudo-cross-variogram of $Z_j$ and $Z_k$ as

$$g_{jk}(h) = 0.5E[Z_j(x) - Z_k(x + h)]^2$$  \[4\]

It is assumed that this function depends only on the separation $h$. The pseudo-cross-variogram is not necessarily symmetric, may not be zero at $h = 0$, and is not a variogram or a covariance. When $j = k$ and the function satisfies the Intrinsic Hypothesis, Eq. [4] becomes the variogram. Since in general the two random functions $Z_j$ and $Z_k$ do not have the same means, Eq. [4] is not the same as one-half the variance of the difference, even if both random functions separately satisfy the Intrinsic Hypothesis. A more general definition of the pseudo-cross-variogram is given as follows:

$$g_{jk}(h) = g_{kj}(-h) = 0.5Var[Z_j(x) - Z_k(x + h)]$$  \[5\]

Since the translation of a second-order stationary random function is also second-order stationary, Eq. [5] is the variance of a random function and depends only on $h$. However, the equation is not the covariance or the variogram of a random function unless $j = k$. If $Z(x) = Y(x) + m(x)$, where $Y(x)$ is second-order stationary and $m(x)$ is the mean of $Z(x)$, and if the pseudo-cross-variograms $g_{jk}$ are symmetric, Eq. [5] may be rewritten as (Myers, 1991)

$$g_{jk}(h) = 0.5(\sigma_j - 2 \sigma_{jk} + \sigma_k) + \gamma_{jk}(h)$$  \[6\]

where $\sigma_j$ and $\sigma_k$ are the variances of variables $j$ and $k$, respectively, $\sigma_{jk}$ is the covariance between variables $j$ and $k$ at $h = 0$, and $\gamma_{jk}(h)$ is the cross-variogram. Equation [6] demonstrates that the pseudo-cross-variogram differs from the cross-variogram by a positive constant.

**Cokriging Equations**

The cokriging equations are normally obtained and expressed in terms of the variograms and cross-variograms or, alternatively, the covariances and cross-covariances. The following section provides a brief overview of how to adapt the cokriging equations to the pseudo-cross-variograms and details are given in Myers (1991).

If each component of $Z(x)$ satisfies the Intrinsic Hypothesis, then Eq. [1] is unbiased if

$$\sum \Gamma_i = [1, 0, \ldots, 0]^T$$  \[7\]

where $T$ indicates a transpose (in Eq. [7] and in the following discussion, all single sums are taken from $i = 1$ to $i = n$ and the double sums are from $i = 1$ to $i = n$ and $j = 1$ to $j = n$). The variance of the error for variable $Z_i$ can be written in the form

$$Var[Z_i^*(x_0) - Z_i(x_0)] = \sum \Gamma_i Var[W_j] \Gamma_j$$  \[8\]

By use of

$$E[[Z_j(x) - Z_p(u)][Z_k(y) - Z_p(u)]] = g_{jp}(u - x) + g_{kp}(u - y) - g_{jk}(y - x)$$  \[10\]

and

$$Cov[[Z_j(x) - Z_p(u)][Z_k(y) - Z_p(u)]] = g_{jp}(u - x) + g_{kp}(u - y) - g_{jk}(y - x)$$  \[11\]

the "covariance" matrix in Eq. [8] can be written in the form

$$E[W_j^T W_j] = G_j^*(x_0 - x_j) + [G_j^*(x_0 - x_j)]^T - G_j^*(x_i - x_j)$$  \[12\]

where

$$G_j^*(x - y) = \begin{bmatrix}
g_{ip}(x - y) & \ldots & g_{ip}(x - y) \\
\vdots & \ddots & \vdots \\
g_{mp}(x - y) & \ldots & g_{mp}(x - y)
\end{bmatrix}$$  \[13\]

and

$$G_j^*(x - y) = \begin{bmatrix}
g_{11}(x - y) & \ldots & g_{1n}(x - y) \\
\vdots & \ddots & \vdots \\
g_{m1}(x - y) & \ldots & g_{mn}(x - y)
\end{bmatrix}$$  \[14\]

Using Eq. [7], the right-hand side of Eq. [8] can be written as

$$\sum \Gamma_i E[W_j^T W_j] \Gamma_j = 2 \sum [g_{1i}(x_0 - x_j), \ldots, g_{ni}(x_0 - x_j)] \Gamma_j - \sum \Gamma_i G_j^*(x_i - x_j) \Gamma_j$$  \[15\]

To minimize the variance of the error of an unbiased estimate, $m$ Lagrange multipliers $\mu_1, \ldots, \mu_m$ are introduced.
The cokriging equations are then
\[
\sum \mathbf{G}^*(x_i - x_j)\mathbf{1}_i + [\mu_1, \ldots, \mu_n]^T
\]
for \(i = 1, \ldots, n\). Unlike the matrix variogram function used in Myers (1982), \(G^*(h)\) does not need to be a symmetric matrix. For the special case where \(g_{ij}(h) = g_{ji}(h) + a_{ij}\) with \(a_{ij} = 0\), the above equations are the same as the usual system of co-kriging equations in terms of variograms and cross-variograms.

**METHODS**

The sample pseudo-cross-variograms for Variable 1 \((Z_1)\) and Variable 2 \((Z_2)\) are computed by means of
\[
g^*_{12}(h) = \frac{1}{2N} \sum_{i=1}^{N} [Z_1(x_i) - Z_2(x_i + h)]^2 \tag{17}
\]
and
\[
g^*_{21}(h) = \frac{1}{2N} \sum_{i=1}^{N} [Z_2(x_i) - Z_1(x_i + h)]^2 \tag{18}
\]
where \(N\) is the number of sample pairs for lag \(h\). If \(g^*_{12}(h)\) and \(g^*_{21}(h)\) are symmetrical, i.e., \(g^*_{12}(h) = g^*_{21}(h)\), we may obtain a cross-variogram from the pseudo-cross-variogram by utilizing the relationship between \(g_{12}\) and \(g_{12}^\prime\) (Eq. [6]). The nugget of the cross-variogram is determined by cross-validation. The cross-validation procedure involves taking the pseudo-cross-variogram with a smaller nugget value as a cross-variogram, and producing estimates corresponding to measured locations using the cokriging technique. In this procedure, every known point is estimated by using a neighborhood around it, but not itself. Based on the statistical analysis of the estimates and measurements, an appropriate nugget of the cross-variogram can be chosen. The choice of a nugget of the cross-variogram should result in a near-zero value of mean error, and near unity for the reduced kriging variance.

The following methods are used to compare results estimated with kriging and cokriging. The MSE is calculated with
\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} [Z(x_i) - Z^*(x_i)]^2 \tag{19}
\]
where \(Z(x_i)\) and \(Z^*(x_i)\) are the measured and estimated values at \(x_i\), respectively. Relative improvement, or relative reduction, of MSE is defined by
\[
100(\text{MSE}_k - \text{MSE}_c)/\text{MSE}_k \tag{20}
\]
where \(\text{MSE}_k\) and \(\text{MSE}_c\) are the mean squared error for kriging and cokriging, respectively. Relative reduction of kriging variance is defined in the same way by replacing \(\text{MSE}_c\) and \(\text{MSE}_c\) in Eq. [20] with kriging variances of kriging and cokriging, respectively.

**APPLICATION**

The estimation procedure using pseudo-cross-variograms was applied to a large data set of soil chemical properties as described by Warrick et al. (1991). The data were collected in May of 1989 near Marana in Arizona. The experiment involved 130 measurement points over an area of 1000 by 1000 m. Two soil series were present, the Mohave (fine-loamy, thermic Typic Haplargid) and the Tubac (fine, mixed, thermic Typic Paleargid). Both series are deep, well-drained soils. Soil texture ranged from clay to sandy loam. One hundred sampling points were obtained from a 100 by 100 m grid, whereas an additional 30 locations were optimally distributed. Optimization was with respect to fitting a predefined distribution of sample separation (Warrick and Myers, 1987). Figure 1a shows the locations of the 130 points. Samples were air dried and sieved, and extracts were made from a 1:1 mixture of dry soil to water by weight. Correlations \((r^2)\) between several physical and chemical parameters of the 130 soil samples are listed in Table 1. The variables EC, NO\(_3\), and Ca were used for the following analysis. The EC was scaled to the same magnitude of NO\(_3\) by multiplying by 100. The scaling does not affect accuracy of kriging or co-kriging results, although kriging variances may become larger. The descriptive statistics for the nontransformed and transformed data are given in Table 2 and include the mean, variance, minimum, maximum, skewness, and kurtosis of the data set. The results suggest that the soil chemical properties are more closely log-normally distributed. Therefore, a log transformation was performed on the variables. In the following discussion, all results were based on the log-transformed data.

![Fig. 1. Locations of the (a) 130 soil samples and (b) 80 soil samples at the Marana Farm.](image-url)
Cokriging between Nitrates and Electrical Conductivity

As shown in Table 1, NO_3 has a relatively high correlation with EC ($r^2 = 0.689$), and EC is much more easily measured than NO_3. It seems reasonable to try to improve the estimation of NO_3 by using information of EC with relatively few measurements of NO_3. We assumed that 130 EC and 80 NO_3 data points were available and used them to compute the pseudo-cross-variograms and variograms. The locations of the 80 points chosen randomly from the original 130 points are shown in Fig. 1b. Plotted in Fig. 2 are the sample variograms for EC and NO_3, along with the fitted variograms, which are determined with cross-validation. The fitted variograms are linear models of the forms

$$\gamma_1(h) = 0.08 + 1.8(10)^{-4}h$$ [21]

$$\gamma_2(h) = 0.23 + 4.7(10)^{-4}h$$ [22]

for EC and NO_3, respectively. The sample pseudo-cross-variograms for Variable 1 (EC) and Variable 2 (NO_3), $g_{12}^*(h)$ and $g_{21}^*(h)$, are plotted in Fig. 2c. The sample pseudo-cross-variograms are quite symmetrical, as illustrated by the fact that the two sets of results fall on nearly the same line in Fig. 2c. The fitted pseudo-cross-variogram is also a linear model,

$$g_{12}(h) = 0.15 + 3.0(10)^{-4}h$$ [23]

The nugget of the cross-variogram of EC and NO_3 was determined by cross-validation, while its slope was taken from Eq. [23]. Table 3 presents results of cross-validation, using the data sets of 80 NO_3 and 130 EC points, the variograms of Eq. [21] and [22], and a cross-variogram of the form

$$\gamma_1(h) = 0.055 + 3.0(10)^{-4}h$$ [24]

For comparison, the results of cross-validation for the variogram of NO_3 (Eq. [22]) are also shown in Table 3. The entries in Columns 2 and 4 indicate that supplemental information of EC improves the estimation of NO_3, resulting in a smaller mean error (27% reduction), a smaller mean sum of square error (43% reduction), and a lower mean kriging variance (25% reduction), as well as a higher correlation ($r^2$) between the estimates and the actual measurements.

Using the same approach with only 20 NO_3 data points, as shown in Fig. 3a, and again all 130 EC measurements, we obtained a pseudo-cross-variogram

$$g_{12}(h) = 0.075 + 3.25(10)^{-4}h$$ [25]

which is shown in Fig. 3b with the sample pseudo-cross-variograms. The cross-validation results for this data set and the variogram models of Eq. [21] and [22] are summarized in Table 4. The cross-variogram model in this case was

$$\gamma_1(h) = 0.05 + 3.25(10)^{-4}h$$ [26]

based on the pseudo-cross-variogram (Eq. [25]).

Using the 20 NO_3 data and the 130 EC points, and the variograms and cross-variogram, we cokriged and kriged 100 NO_3 data points on the 100 by 100 m grid where measured data were available. The MSE between predicted and measured values for cokriging and kriging were 0.297 and 0.463, respectively. Thus, cokriging reduced the MSE by 36%.

The estimated errors and kriging variance using kriging and cokriging are illustrated in Fig. 4a and 4b for the 87 estimates (the 13 data points out of 100 estimates that were estimated exactly with both techniques were not plotted). The results clearly show that kriging has a larger estimated error, and a larger kriging variance than cokriging. The contour maps of NO_3 shown in Fig. 5a, 5b, and 5c were generated using information from the original 100 measurements, the 100 cokriging estimates, and the 100 kriging estimates, respectively. Cokriging gives a similar pattern.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Variance</th>
<th>Min.</th>
<th>Max.</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>0.694</td>
<td>0.126</td>
<td>0.280</td>
<td>3.45</td>
<td>3.92</td>
<td>29.6</td>
</tr>
<tr>
<td>NO_3</td>
<td>96.60</td>
<td>8720</td>
<td>13.1</td>
<td>844</td>
<td>4.53</td>
<td>33.5</td>
</tr>
<tr>
<td>Ca</td>
<td>57.0</td>
<td>1510</td>
<td>18.7</td>
<td>380</td>
<td>4.88</td>
<td>38.7</td>
</tr>
</tbody>
</table>
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Table 3. Summary statistics of cross-validation for the cross-variogram (80 NO$_3$ and 130 electrical conductivity [EC] data points) and variogram of NO$_3$.

<table>
<thead>
<tr>
<th>Cross-Variogram</th>
<th>Variogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO$_3$</td>
<td>EC</td>
</tr>
<tr>
<td>Number of validation points</td>
<td>80</td>
</tr>
<tr>
<td>Mean error</td>
<td>-0.244</td>
</tr>
<tr>
<td>Mean square error</td>
<td>0.217</td>
</tr>
<tr>
<td>Mean kriging variance</td>
<td>0.292</td>
</tr>
<tr>
<td>Reduced kriging variance</td>
<td>0.948</td>
</tr>
<tr>
<td>Correlation of estimates and error</td>
<td>-0.164</td>
</tr>
<tr>
<td>Correlation of estimates and measurements</td>
<td>0.708</td>
</tr>
</tbody>
</table>

Fig. 2. Variograms of (a) electrical conductivity (EC) using 130 data points, (b) NO$_3$ using 80 data points, and (c) the pseudo-cross-variograms of NO$_3$ and EC using 80 NO$_3$ and 130 EC data. The asterisks and open circles in (c) represent the sample pseudo-cross-variogram $g_{ij}$ and $g_{ij}^*$, respectively, whereas the solid line represents the fitted pseudo-cross-variogram.

Fig. 3. (a) Locations of the 20 soil samples and (b) pseudo-cross-variograms of NO$_3$ and electrical conductivity (EC) assuming 20 NO$_3$ and 130 EC data. The asterisks and open circles in (b) represent the sample pseudo-cross-variograms $g_{ij}$ and $g_{ij}^*$, respectively, whereas the solid line represents the fitted pseudo-cross-variogram.

of the NO$_3$ distribution as the original data. On the other hand, kriging smoothes the estimates and gives a quite different pattern of the NO$_3$ distribution. It should be noted that, with the 20 pairs of NO$_3$ and EC as shown in Fig. 3a, the cross-variogram is not well defined if standard methods are used to compute their cross-variogram. The sample variograms of the sums and differences for the two variables are shown in Fig. 6a and 6b, respectively, with a maximum sample pair of 17. The irregular behavior and deficient sample pairs make it impossible to fit theoretical models. Therefore, cokriging could not be per-
Table 4. Summary statistics of cross-validation (20 NO$_3$ and 130 electrical conductivity [EC] data points).

<table>
<thead>
<tr>
<th></th>
<th>NO$_3$</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of validation points</td>
<td>20</td>
<td>130</td>
</tr>
<tr>
<td>Mean error</td>
<td>-0.069</td>
<td>0.004</td>
</tr>
<tr>
<td>Mean square error</td>
<td>0.255</td>
<td>0.123</td>
</tr>
<tr>
<td>Mean kriging variance</td>
<td>0.280</td>
<td>0.101</td>
</tr>
<tr>
<td>Reduced kriging variance</td>
<td>0.934</td>
<td>1.194</td>
</tr>
<tr>
<td>Correlation of estimates and error</td>
<td>0.114</td>
<td>0.138</td>
</tr>
<tr>
<td>Correlation of estimates and measurements</td>
<td>0.426</td>
<td>0.495</td>
</tr>
</tbody>
</table>

![Fig. 4](image)

**Fig. 4.** Plots of (a) estimated error, and (b) kriging variance with kriging and cokriging.

formed. In contrast to the standard methods of computing cross-variograms, pseudo-cross-variograms can be computed with even fewer data pairs at the same sample locations. Figure 6c presents sample pseudo-cross-variograms computed with 10 NO$_3$ and 130 EC points (only 10 pairs of NO$_3$ and EC at common locations), and a fitted model.

**Cokriging between Calcium and Electrical Conductivity**

This second example shows that estimates of Ca are improved significantly by cokriging using pseudo-cross-variograms of Ca and EC. The following analyses

![Fig. 5](image)

**Fig. 5.** Contour maps of NO$_3$ calculated from (a) 100 data points, (b) 100 estimates by cokriging with 20 NO$_3$ and 130 electrical conductivity (EC) data points, and (c) 100 estimates by kriging with the same 20 NO$_3$ points as cokriging.
were based on a linear variogram of Ca, having a nugget of 0.06 and slope of $4.8 \times 10^{-4}$, which was computed using 50 data points randomly chosen from the original 130 points. The choice of the variogram was considered in two aspects. First, computation of the sample variogram only requires a small fraction of the total number of available data (in terms of lower sampling cost). Second, the kriging interpolation processes are not very sensitive to the model parameters in terms of accuracy (Warrick et al., 1988). By assuming different "known" data points, seven subsets of Ca were randomly selected from the original

**Fig. 6.** The sample variograms of (a) the sum of NO$_3$ and electrical conductivity (EC), (b) the difference between NO$_3$ and EC using 20 pairs of NO$_3$ and EC data, and (c) pseudo-cross-variograms of NO$_3$ and EC using 10 NO$_3$ and 130 EC data. The asterisks and open circles in (c) represent the sample pseudo-cross-variograms $g_{12}^*$ and $g_{21}^*$, respectively, whereas the solid line represents the fitted pseudo-cross-variogram.

**Fig. 7.** Pseudo-cross-variograms of Ca and electrical conductivity (EC), based on (a) 80 Ca and 130 EC data, (b) 50 Ca and 130 EC data, and (c) 10 Ca and 130 EC data. The asterisks and open circles represent the sample pseudo-cross-variograms $g_{12}^*$ and $g_{21}^*$, respectively, whereas the solid lines represent the fitted pseudo-cross-variograms.
Values in parentheses in this column indicate relative reductions in the mean kriging variance.

t Slopes of the linear pseudo-cross-variograms.

§ Values in parentheses in this column are nuggets of the linear cross-variograms of Ca and EC; the slopes are the same as those of pseudo-cross-variograms.

f Intercepts of the linear pseudo-cross-variograms.

Table 6. Estimated parameters of pseudo-cross-variograms of Ca and electrical conductivity (EC) (130 points), mean squared error (MSE), correlation between estimates and measurements, and mean kriging variance of 100 estimates of Ca by kriging and cokriging.

<table>
<thead>
<tr>
<th>Data points of Ca</th>
<th>Pseudo-cross-variogram</th>
<th>MSE</th>
<th>Correlation of estimates and measurements</th>
<th>Mean kriging variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>kriging</td>
<td>cokriging</td>
</tr>
<tr>
<td>80</td>
<td>0.10 (0.046)</td>
<td>0.055</td>
<td>0.026 (53%)</td>
<td>0.875</td>
</tr>
<tr>
<td>60</td>
<td>0.125 (0.066)</td>
<td>0.104</td>
<td>0.033 (68)</td>
<td>0.743</td>
</tr>
<tr>
<td>50</td>
<td>0.115 (0.065)</td>
<td>0.202</td>
<td>0.046 (77)</td>
<td>0.635</td>
</tr>
<tr>
<td>40</td>
<td>0.15 (0.04)</td>
<td>0.153</td>
<td>0.034 (65)</td>
<td>0.613</td>
</tr>
<tr>
<td>30</td>
<td>0.11 (0.07)</td>
<td>0.151</td>
<td>0.033 (78)</td>
<td>0.616</td>
</tr>
<tr>
<td>20</td>
<td>0.145 (0.03)</td>
<td>0.246</td>
<td>0.085 (65)</td>
<td>0.405</td>
</tr>
<tr>
<td>10</td>
<td>0.10 (0.07)</td>
<td>0.195</td>
<td>0.079 (59)</td>
<td>0.573</td>
</tr>
</tbody>
</table>

1 Intercepts of the linear pseudo-cross-variograms.
2 Slopes of the linear pseudo-cross-variograms.
3 Values in parentheses in this column are nuggets of the linear cross-variograms of Ca and EC; their slopes are the same as those of pseudo-cross-variograms.
4 Values in parentheses in this column indicate relative reductions in MSE.
5 Values in parentheses in this column indicate relative reductions in the mean kriging variance.
CONCLUSIONS

In this study, pseudo-cross-variograms were used to compute the spatial distribution of NO$_3$ and Ca across a 1000 by 1000 m field. The results suggest that the approach using pseudo-cross-variograms overcomes several of the shortcomings in the standard methods for computing cross-variograms. The main advantage of the pseudo-cross-variogram approach is that the computation of sample cross-variograms does not require that all variables be measured at the same locations. Therefore, the method maximizes the use of available information.

For our examples, valid cross-variograms of NO$_3$ and EC, as well as Ca and EC, were obtained based on their pseudo-cross-variograms. The pseudo-cross-variograms were computed from one-thirteenth (10 vs. 130) of the original NO$_3$ or Ca with the EC data. Using the reduced NO$_3$ data set, cokriging gave more accurate predicted results for NO$_3$ than kriging, as shown by the smaller MSE and kriging variance. Estimation of NO$_3$ from 20 data points using cokriging correctly showed the measured pattern of the chemical distribution contoured from 100 data points, whereas kriging produced a much smoother pattern. For different Ca subsets, cokriging always provided more accurate estimates for Ca than kriging. In general, as the number of data points increased, MSE and kriging variance decreased, and the correlation between estimates and measurements increased. The relative reductions in MSE and mean kriging variance were as much as 78 and 85% when cokriging was used.

Cokriging with the help of pseudo-cross-variograms may be performed in a similar way as discussed above to predict other soil chemicals, such as Cl, SO$_4$, Na, and Mg in the data set, using the information of EC. Cokriging can also be employed to estimate NO$_3$, using other chemicals besides EC as auxiliary variables to compute pseudo-cross-variograms.

When sample pseudo-cross-variograms are not symmetrical, the representation for pseudo-cross-variograms is more complicated than for cross-variograms. The conditions for verifying positive-definiteness are also more complicated. Further research is being carried out in such situations.
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