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Abstract

Theoretically predicting the stationary and traveling compositional wave patterns observed over trivial multicellular topologies is common place in biology. Systematic methods are needed to find the relationships between the forms of such waves and the underlying network topologies. Here, we introduce one such method based on the Interface Response Theory (IRT) that combines models of intracellular biochemical reactions with those of intercellular networks to analytically track time variations of concentration profiles across nontrivial cellular network topologies. Cellular chains of infinite length are shown to sustain traveling planar waves under certain conditions among the coefficients of the intracellular chemical reactions. A non-trivial cellular network composed of a finite length side chain attached to the infinite backbone leads to the formation of a standing wave pattern upstream from the site of attachment. Downstream, the wave proceeds although a limited number of frequency bands are filtered out of the original content with that number being equal to the number of cells in the side chain.
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1. Introduction

In recent years, it has become increasingly clear that higher-order biology (e.g. tissue architecture or microenvironment) determines lower-order biology (e.g. genome transcription or enzymatic cascades) and vice versa. Unfortunately, the rules that govern this cross-level interaction and emerging properties associated with this interdependence are poorly understood. Spatio-temporal rhythmic behavior observed in biological systems, ranging from subcellular biochemical molecules to populations of different species, is a direct manifestation of a collective effort to self organize [1]. Identical biochemical content and morphology for the participating entities in such biological systems precludes global control by a single member as the mechanism of coordination. Instead, local molecule-to-molecule [2], organelle-to-organelle [3], cell-to-cell [4,5] or organism-to-organism [6] interactions lead to spatio-temporal pattern formation. In multicellular domains, these interactions can be surprisingly simple such as the receptor-ligand binding involved in Delta-Notch signaling pathway [7] or even simpler as in diffusion of inositol (1, 4, 5)-triphosphate (IP\textsubscript{3}) and Ca\textsuperscript{2+} participating in intracellular and intercellular Ca\textsuperscript{2+} waves [8]. Despite this simplicity, the emergent behavior can be quite complex such as the three-dimensional, spiraling cAMP waves that accompany the slime mold Dictyostelium discoideum morphogenesis [9], glycolytic oscillations observed in yeast, chaotic oscillations during Ca\textsuperscript{2+} signaling [10] and fractal shapes encountered during bacterial colony growth [11] among others. Such interactions are believed to provide certain means for morphogenesis, the process of shape formation, perhaps best exemplified by the transformation from the approximately
spherical shape of a few stem cells into the intricate shapes of various organs and organisms [12].

Understanding the cross-level interdependence in multicellular structures means understanding multicellular architectures (high-level organization) and the processes that govern the transmission of information between its constitutive elements (e.g. cells, groups of cells), i.e. the protocols that encodes the cues and regulate the working of the system. The objective of this paper is to introduce the foundations for the development of a new theoretical framework for the integration of lower-order activity (cell function) with higher-order, multicellular architecture to produce a multilevel description of biological organization and function in tissues. From a theoretical point of view, the problem of behavior of a multicellular architecture is that of a network that combines dynamical and structural complexity. The problem at hand is, therefore, to construct a framework for integrating models of intracellular pathways with non-trivial multicellular architectures including cell-to-cell interactions. The signaling pathways could be described by coupled linear or nonlinear, multi-components reactions. The non-trivial multicellular architectures may be one-, two- and three-dimensional with topological complexity (e.g. chains, loops, tubes, sheets, slabs and combinations thereof). Cell-to-cell interactions may include short- and long-range diffusion-driven (involving mass transport) or signal-driven (non-diffusive) coupling. The multicellular architecture may be embedded into extra-cellular media.

In a review article on complex networks, Strogatz proposed some broad generalization concerning the collective behavior of coupled dynamical network nodes [13]. He considers three cases, namely when the nodes of a network are dynamical systems with long-time behavior given by stable fixed points, limit cycles or chaotic attractors. In the case where a node has a stable limit cycle, a structure composed of coupled dynamical nodes may lead to organization in the form of synchronized states such as traveling waves, spatiotemporal chaos and incoherence and mixed-temporal phases of coherent and incoherent states [14–16]. For nodes with stable fixed point the coupled structure may lock into a frustrated glass-like state with multiple local stable equilibria. There is no simple rule for describing coupled architectures of nodes with chaotic behavior but these nodes can also synchronize. Strogatz also remarks that all studies of coupled dynamical systems have been limited to regular network topologies such as chains, grid, lattices or fully connected graphs. The complexity of the collective behavior of these regular structures is completely determined by the nonlinear dynamics of the nodes or of their coupling. The difficulty associated with the combined complexity of the dynamics and architecture has led researchers to take a complementary approach where the dynamics of the nodes is set aside and the emphasis is placed on the complexity of the network architecture [17].

Computer simulations of multicellular systems [18] and tissue have provided useful information concerning the dynamics of pattern formation in reaction-diffusion models of multicellular organism [19], or morphogenesis in embryos [20], or microvascularization and tumor growth [21,22]. However, while computer simulations can account efficiently for very complex dynamics and structures, they lack the generality associated with fundamental underlying principles that can be revealed by simpler models. “Simple” models have been shown to produce far reaching results. In his pioneering mathematical treatise of morphogenesis, Turing demonstrated the possibility of oscillations in a circular chain of cells each carrying the same pair of linearly interacting morphogens [23]. Othmer and Scriven in a fundamental paper tackled the problem of reaction-diffusion in networks of discrete compartment or cells [24]. These authors developed an analysis technique in which the information about the underlying topology, incorporated through a connectivity matrix, is decoupled from that of the linear reaction mechanism. This linear method enables the study of the onset of instability in arbitrary networks. In addition to its relevance to multicellular biological structures, this method has been applied to the study of Turing instabilities in small arrays of diffusively coupled reactors [25]. Othmer and Scriven’s method was extended by Plahte [26, 27] to the study of linear stability in diffusion-driven cell-to-cell interactions and signaling-driven models such as the juxtacline cell-cell signaling model for Delta-Notch lateral inhibition [7]. Plahte argues, though, that linear analysis must be complemented by nonlinear analysis to explain pattern formation. Owen investigated the waves in discrete reaction-diffusion systems where the coupling between sites representing juxtacline cell signaling is nonlinear [28, 29].

Within this general context, we establish the basis for the implementation of a linear theory of multicellular structures that enables the determination of compositional excursions from steady state values in complex multicellular networks. Although we initially focus on advancing a linear theory of complex multicellular architectures, this formalism for reaction-diffusion signaling and Green’s function-based Interface Response Theory (IRT) can enable the development of a nonlinear theory of complex multicellular architectures by providing linear solutions to complex architectures that can be used as starting approximations for perturbative methods.

The work presented here is based on Othmer and Scriven formalism where provided that the system has already reached a steady state point and the eigenvalues and eigenvectors of the connectivity matrix describing the network of interacting cells can explicitly be written, one can obtain a compact, analytical solution for small temporal variations of the reacting/diffusing biochemical species in each cell along the particular topology. In order to apply this method to tackling problems involving non-trivial topologies, we use the Interface Response Theory (IRT) [30]. IRT is a general purpose methodology to find the Green’s function between two arbitrary points in a composite medium in terms of its constitutive parts. This procedure then enables the determination of the eigenvalues and eigenvectors of the composite system in a systematic fashion.

This paper presents a unified method based on Scriven and Othmer’s analysis and IRT. Starting from an infinite length chain of cells as a backbone, the method can be used to build increasingly more complex networks in an algorithmic fashion.
Throughout, it preserves the capability of analytically tracking the small temporal excursions of the constitutive reactants at any location on the multicellular topology. This is demonstrated for the cells constituting the infinite backbone. Filtering of certain spatial frequencies, certainly a nontrivial behavior, emerges as a result of adjoining a finite length segment of cells onto the backbone. In Section 2, an infinite chain of cells carrying linearly interacting reactants is shown to sustain traveling plane waves. A short summary of IRT is presented in Section 3. When a finite length segment is attached to the infinite backbone, the determination of the eigenvalues and the eigenvectors of the composite system using IRT is given in Section 4. An effective transmission coefficient between the right half and the left half of the infinite backbone emerges as a function of wave number is given and the filtering action is explained. In the last section, future work is outlined and potential utility of our method for the analysis of composite multicellular networks is discussed. As such, we are providing an alternative mechanism for generating form via changes in topology [31].

2. Traveling waves across cellular chains

In the half century since Alan Turing’s original work [23] on chemical morphogenesis, equation systems of reaction-diffusion type and their analytical/numerical solutions have steadily gained importance in the analysis and synthesis of biological systems [24,32]. Turing, assuming each cell carrying the same set of chemical reactants (morphogens) X and Y at different concentrations, defined the general system as a set of coupled, ordinary differential equations (ODEs) given by

\[ \begin{align*}
\frac{\partial X_r}{\partial t} &= f (X_r, Y_r) + D_X \nabla^2 X_r \\
\frac{\partial Y_r}{\partial t} &= g (X_r, Y_r) + D_Y \nabla^2 Y_r.
\end{align*} \tag{1} \]

In Eq. (1), \( X_r \) and \( Y_r \) represent both the reactant and its concentration in cell \( r \). \( f \) and \( g \) are in general nonlinear and represent the reaction part of the equation for \( X \) and \( Y \), respectively. The product of the diffusion constant \( D_X(D_Y) \) and the Laplacian \( \nabla^2 X(\nabla^2 Y) \) forms the diffusion part. Assuming small excursions \( x_r(y_r), \ r = 1, \ldots, N, \) around quiescent operating points \( X_0(Y_0) \), Turing approximated \( f \) and \( g \) by linear functions of \( x_r \) and \( y_r \). For a particular topology, namely a finite ring of \( N \) cells, the Laplacian \( \nabla^2 X \) was then substituted by its finite difference approximation \( x_{r+1} - 2x_r + x_{r-1} \). Known spatial periodicity of the solutions facilitated the representation of the general forms for \( x_r \) and \( y_r \) as finite sums of complex exponentials similar to Fourier Series decomposition [33]. The resulting set of linear ODEs in terms of a new, decoupled set of variables were then solved using standard ODE techniques and the results were converted back to obtain expressions for \( x_r \) and \( y_r \). Turing showed how these solutions could, under certain conditions, approximate both standing and traveling waves.

Othmer and Scriven, while analyzing the onset of instability at homogeneous steady states of multicellular networks, developed an elegant new method that decouples the biochemical dynamics from the network structure of the underlying reaction/diffusion problem [24]. They assumed a mixture of \( n \in N \) reactants in each one of the \( N \in N \) cells, each attached to one or more other cells to form the desired topology. With the small excursions around the steady-state concentration values of cell \( \mu \) represented by the \( n \times 1 \) vector \( \mathbf{x}^{(\mu)} \), Scriven and Othmer transformed Turing’s original formulation given in Eq. (1) into a vector differential equation given by

\[ \frac{d\mathbf{x}^{(\mu)}}{dt} = D\Delta^{(\mu)}\mathbf{x}^{(\mu)} + \mathbf{K}\mathbf{x}^{(\mu)}, \quad \mu = 1, \ldots, N. \tag{2} \]

The first term on the right side gives the rates of change due to transfer between directly interacting cells. The rates of change due to intracellular reactions and interactions with the bathing solution are represented by the second part. The element \( d_{i,j} \in \mathbb{R}, i, j = 1, \ldots, n \), of the \( n \times n \) transfer matrix \( \mathbf{D} \) quantifies the effect of reactant \( j \) on the transfer of reactant \( i \) through the barrier separating adjacent cells. The \( n \times n \) gradient \( \Delta^{(\mu)}\mathbf{x}^{(\mu)} \) in Eq. (2) encodes the connection pattern among the cells and the location index on the gradient operator is dropped whenever each cell has the same connection pattern at any site within the topology. We use \( \mathbf{C}_x \) to represent the resulting structural matrix and preserve the notation \( \Delta \) to be used in the development of IRT. The reaction matrix \( \mathbf{K} \) represents the intracellular reaction dynamics and the interaction of the cell’s reactants with the external bathing solution with the element \( k_{i,j} \in \mathbb{R}, i, j = 1, \ldots, n \), representing the collective effect of reactant \( j \) on the reactant \( i \). Assuming spatially homogeneous systems, both \( \mathbf{D} \) and \( \mathbf{K} \) are cell-independent. After several steps of tensor analysis that can be followed from the original manuscript [24], the time progress of concentration excursions in all of the cells are concatenated into an \( Nn \times 1 \) column vector given by

\[ \tilde{\mathbf{x}}(t) = \sum_{k=1}^{N} \mathbf{u}_k \otimes e^{(\mathbf{K}+\mathbf{a}_\mu \mathbf{D})t} \mathbf{y}_k \]

with \( \otimes \) representing the tensor product. In Eq. (3), \( \mathbf{a}_\mu \) and \( \mathbf{u}_k, \ k = 1, \ldots, N, \) are the eigenvalues and eigenvectors of \( \mathbf{C}_x \), respectively. The \( n \times 1 \) vector \( \mathbf{y}_k \) is the projection of the initial condition vector \( \mathbf{x}_0 = \tilde{\mathbf{x}}(t = 0) \) onto a derived set of basis vectors spanning the vector space that includes \( \mathbf{x}(t) \). In [24], Turing results for a circular chain were successfully reproduced and the conditions for standing and traveling wave formation were discussed. Here, we use Interface Response Theory (IRT) to augment the Scriven–Othmer method in order to solve for the eigenvalues and eigenvectors of an arbitrary connectivity matrix. We demonstrate the technique by providing an analytical representation of concentration excursions in each element of an infinite length cellular chain when a finite length chain is attached at an arbitrary location.

The structural matrix \( \mathbf{C}_\infty \) of the infinite chain that forms the backbone in this work (Fig. 1) has the familiar tridiagonal form similar to the circular chain studied in [23,24] as given by
yields can now be expanded as

\[ \begin{pmatrix} 0 & 1 & -2 & 1 & 0 \\ 0 & 1 & -2 & 1 & 0 \\ 0 & 1 & -2 & 1 & 0 \\ \vdots\\ 0 & 1 & -2 & 1 & 0 \end{pmatrix} \]

(4)

The constants \( d', r' \in \mathbb{R} > 0 \) on the main diagonals are self regulation terms whereas the off-diagonal terms \( d, r \in \mathbb{R} > 0 \) are cross coupling terms. The opposite signs for the off-diagonal elements in \( K \) are sufficient to obtain a self oscillatory behavior for negligible \( r' \) [35]. As will be seen shortly, the magnitudes of \( d' \) and \( r' \) play a role in the attenuation of a traveling plane wave but otherwise do not alter the traveling wave part of the solution presented here.

To demonstrate the sustenance of traveling waves once initiated, initial profiles of spatial exponential variations of wave vector \( k_0 \) are assumed for both reactants in cell \( m \). With an arbitrary phase difference of \(-\pi \leq \theta \leq \pi\), the initial condition for cell \( m \) is given by

\[ x^{(m)}_0 = \left( e^{i(k_0 a m)} \right) . \]

Such profiles can be thought of as snapshots in time of traveling waves. The following derivation shows that such waves are indeed sustained under certain conditions and otherwise decay exponentially. The projection vector \( y_k^* \) [24] can now be written as,

\[ y_k^* = \sum_{m=\infty}^{\infty} u_{k,m} x^{(m)}_0 = \left( \delta_{k,k_0} \right) \]

where \( \delta_{k,k_0} \) is the Kronecker delta function and is equal to 1 when \( k = k_0 \) and to 0, otherwise. The notation \( (\cdot)^* \) is used for complex conjugation. To write a closed form expression for Eq. (1), the matrix exponential needs to be worked out first. For distinct eigenvalues of the matrix \( K + \alpha_k D \), Singular Value Decomposition (SVD) method could be used for this task [36].

To search for conditions under which distinctness is satisfied, the eigenvalues are found by solving \(|(K + \alpha_k D - \lambda I_2)| = 0\) and are expressed as

\[ \lambda_k^{(1)} = \alpha_k d' + r' + \sqrt{\alpha_k^2 d^2 - r^2} \]

\[ \lambda_k^{(2)} = \alpha_k d' + r' - \sqrt{\alpha_k^2 d^2 - r^2} . \]

(10)

As the structural eigenvalues satisfy \(-4 \leq |\alpha_k^2| \leq 0\) and thus ensuring that the arguments of the square root terms are negative, Eq. (10) yields a set of complex conjugate eigenvalues and enables the solution of the matrix exponential in Eq. (3) using SVD. To do so, the eigenvector equation \((K + \alpha_k D) \eta_k = \lambda \eta_k\) is solved for \( \eta_k \) to obtain

\[ \eta_k^{(1)} \bigg( \begin{pmatrix} \frac{1}{2} + \gamma_k \\ \frac{1}{2} - \gamma_k \end{pmatrix} \bigg) , \quad \eta_k^{(2)} \bigg( \begin{pmatrix} \frac{1}{2} + \gamma_k \\ \frac{1}{2} - \gamma_k \end{pmatrix} \bigg) \]

(11)

in which the factor \( \gamma_k = \frac{r}{2 \alpha_k d} \) is a measure of the relative strengths of cross-coupled reaction to cross-coupled diffusion terms. Matrix exponential in Eq. (3) can now be expanded as

\[ e^{(K + \alpha_k D)t} = \frac{1}{2} \left( \begin{pmatrix} \eta_k^{(1)} & \eta_k^{(2)} \end{pmatrix} \right) \left( e^{t \gamma_k} 0 \right) \left( \begin{pmatrix} \eta_k^{(1)} \\ \eta_k^{(2)} \end{pmatrix} \right)^T . \]

(12)

Using Eqs. (10) and (11) in Eq. (12) yields Box I.
A closed form general solution for the concentration excursions in cell m is now possible by using Eqs. (5), (9) and (13) in Eq. (3) and it is given in Box II.

Neglecting cross-coupling effects in diffusion (|d| \simeq 0) leads to |\gamma| \gg 1. The square root terms in Eq. (14) can now be simplified as \(\sqrt{1 + 2\gamma_k} / (1 - 2\gamma_k) \simeq \sqrt{-1} = i\). With this last step, the temporal variations in Eq. (14) of the two concentration excursions within cell m can be expressed as weighted sums of two distinct modes, \(e^{i\lambda_0 t}\) and \(e^{i\lambda_1 t}\), as shown below

\[
x^{(m)}(t) = \frac{1}{2} \left( e^{i(k_0 t) m} \left( e^{i\lambda_0 t} + e^{i\lambda_1 t} \right) + e^{i(k_0 t + \theta) m} \left( e^{i\lambda_0 t} - e^{i\lambda_1 t} \right) \sqrt{1 + 2\gamma k / (1 - 2\gamma k)} \right)
\]

3. Filtering of compositional waves

A multi-dimensional uniform lattice of infinitely many atoms placed at discrete sites has been used as a prototype platform in the development of IRT [37] and is referred to as the bulk system. The Green’s, or response, function \(G_0\) is the inverse of an operator \(\mathbf{H}_0\) that represents the interactions among lattice sites, with element \(G_0(n, n')\) denoting the effect observed at site \(n\) in response to a perturbation applied at site \(n'\). Inverting \(\mathbf{H}_0\) is not trivial for composite lattices with nonuniform atoms and/or interactions between atoms as the symmetry in \(G_0\) is lost. The problem becomes more challenging when the lattice deviates into intricate topological shapes, effectively terminating the tridiagonality. IRT was developed to address these issues. Given a base lattice operator \(\mathbf{H}_0\) for which the eigenvalues and eigenvectors are analytically available, IRT systematically updates them whenever a certain zone is replaced by a different material, the continuity is preserved and both waves travel at a constant speed \(v = r / k_0\). The leading attenuation term disappears for negligible self promotion/degradation of the concentration excursions \(r' \simeq 0\) and diffusion \(|d'\simeq 0|\) terms. Otherwise, the traveling wave either reaches a maximum amplitude at which the assumption that lead to Eq. (17) are no longer satisfied or completely disappears depending on the relative magnitudes of \(r'\) and \(d'\).

\[
x^{(m)}(t) = \begin{cases} e^{ik_0 t} \left( e^{i\lambda_0 t} + e^{i\lambda_1 t} \right) & \theta = -\pi/2 \\ e^{ik_0 t} \left( e^{i\lambda_0 t} - e^{i\lambda_1 t} \right) & \theta = \pi/2 \end{cases}
\]

Notice that the two time courses are decoupled as each time profile depends on only one of the two eigenvalues given by Eq. (10). Eq. (16) can be transformed into a more intuitive form by recalling the assumption \(|d| \simeq 0\) which in turn validates the assumption \(|\alpha_d|d| \ll |r|\). The resulting vector is given by

\[
x^{(m)}(t) = e^{(r' + \alpha_d d')t} e^{i(k_0 t + r't')} - e^{(r' + \alpha_d d')t} e^{-i(k_0 t + r't')}
\]

The profile for the first component has a backward traveling wave component \(e^{i(k_0 t + r't')}\) and the second, a forward traveling wave component \(e^{i(k_0 t - r't')}\). Both profiles also share a common attenuation term \(e^{(r' + \alpha_d d')t}\). The initial \(\pi/2\) phase difference is preserved and both waves travel at a constant speed \(v = r / k_0\). The leading attenuation term disappears for negligible self promotion/degradation of the concentration excursions \(r' \simeq 0\) and diffusion \(|d'\simeq 0|\) terms. Otherwise, the traveling wave either reaches a maximum amplitude at which the assumption that lead to Eq. (17) are no longer satisfied or completely disappears depending on the relative magnitudes of \(r'\) and \(d'\).
The eigenvectors of a composite system depend on those of the bulk system as given by [34]

\[ u(D) = U(D) - U(M)^T \Delta^{-1} (M, M) A(M, D), \]  

(18)  

where \( U(D) = e^{ik_a n}, -\infty < n < \infty, \) is an eigenvector of the collection of individual bulk systems prior to the coupling operation [34], and \( U(M) = (1 \ 0)^T \) is an eigenvector associated with the interface domain \( M. \) \( A(\cdot, \cdot) \) is defined as the interface response operator with the first argument giving the site of the response and the second, the site of the action that leads to the response. The matrix \( \Delta(M, M) \) is equivalent to \( I_M + A(M, M) \) with \( I_M \) being an identity matrix with the dimensions of the set. The sets \( D \) and \( M \) limit the spatial extents of the whole composite system and the interface regions, respectively. For our cellular system given in Fig. 2, they are defined as \( D = \{D_1 = \{-\infty, \ldots, -1, 0, 1, \ldots, \infty\}\} \cup \{D_2 = \{1', 2', \ldots, L'\}\} \) and \( M = \{0, 1'\}. \) Notice that \( M \) is contained within \( D(M \subset D). \) In Eq. (18), \( A(M, D) \) can be written in terms of a coupling operator, \( V_1(M, M), \) applied to the Green’s function between points in \( M \) and \( D \) as given by

\[ A(M, D) = V_1(M, M) G(M, D). \]  

(19)  

The \( 2 \times 2 \) matrix form of \( V_1(M, M) \) is given by,

\[ V_1(M, M) = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}. \]  

(20)  

In this matrix, the first and second columns or rows correspond to the \( cell_0 \) of the infinite and \( cell_1 \) of the side chains, respectively. Notice that \( G(M, D) \) in Eq. (19) is the Green’s function of the composite system prior to the attachment of the side chain onto the backbone. Depending on its arguments, \( G(M, D) \) can take one of four possible forms:

\[ G(m \in M, n \in D) = \begin{cases} G_0(m, n), & \text{if } m = 0 \text{ and } n \in D_1, \\ 0, & \text{if } m = 1' \text{ and } n \in D_1, \\ g_s(m, n), & \text{if } m = 1 \text{ and } n \in D_2, \\ 0, & \text{if } m = 0 \text{ and } n \in D_2, \end{cases} \]  

(21)  

where \( G_0(\cdot, \cdot) \) is the Green’s function of the infinite chain and \( g_s(\cdot, \cdot) \) is that of the side chain. \( G_0(\cdot, \cdot) \) was previously given as [39]

\[ G_0(m, n) = \frac{t^{m-n+1}}{t^2 - 1}, \]  

(22)  

where \( t = e^{ik_a 0}, \) \( g_s(\cdot, \cdot) \) was derived as [40]

\[ g_s(m, n) = \frac{t^{m-n+1} + t^{m+n}}{t^2 - 1} + \frac{t^{2L+1}}{t^2 - 1} \left(1 - t^{2L'}\right) \times \left(t^{1-m-n} + t^{n-m} + t^{m-n} + t^{m+n-1}\right). \]  

(23)  

Using the identity given in Eq. (19), components of the interface response operator are listed as

\[ A(0, n) = V_1(0, 0) G(0, n) \quad \text{for} \quad -\infty < n < \infty, \]  

\[ A(0, n') = V_1(0, 1') g_s(1', n') \quad \text{for} \quad 1' < n' < L', \]  

\[ A(1', n) = V_1(1', 0) G(0, n) \quad \text{for} \quad -\infty < n < \infty, \]  

\[ A(1', n') = V_1(1', 1') g_s(1', n') \quad \text{for} \quad 1' < n' < L'. \]  

(24)  

The interface response operator between the domains \( M \) and \( D \) can now be written as a \( 2 \times 1 \) matrix as

\[ A(M, D) = \begin{pmatrix} A(0, n) \\ A(1', n) \end{pmatrix} = \begin{pmatrix} V_1(0, 0) G_0(0, n) \\ V_1(1', 0) G_0(0, n) \end{pmatrix} = e^{ik_a 0(1+|n|)} \begin{pmatrix} 1 \\ -1 \end{pmatrix}. \]  

(25)  

Moreover, the inverse of \( \Delta(M, M) \) can be derived as in Box III.

Using Eqs. (25) and (26) in Eq. (18), the \( n \)th element \( u_n \) of the eigenvector \( u_k \) for the composite system is found as

\[ u_n = \begin{cases} e^{ik_a 0} + \hat{T}(ik) e^{-ik_a 0}, & n < 0 \\ \hat{T}(ik) e^{ik_a 0}, & n \geq 0 \end{cases} \]  

(26)  

where \( \hat{T}(ik) = \frac{1}{1 + \frac{1}{2 \sin(ka_0)}} \) behaves like a reflection coefficient and \( \hat{T}(ik) = 1 + \hat{T}(ik) \) behaves like a transmission coefficient. \( |\hat{T}(ik)|^2 \) is plotted against \( ka_0 \) in Fig. 3. For \( 0 \leq ka_0 < \pi, \) there are exactly \( L' \) transmission zeros at which \( |\hat{T}(ik)|^2 \approx 0. \) These zeros are located at \( \zeta^{(v)}_{ka_0} = (\pi/2) (2v + 1) / (2L' + 1) \) for \( v = 0, 1, \ldots, L'. \)

The coupling of a finite length side chain onto the infinite backbone results in the following modified bulk eigenvector

\[ u_k = \begin{pmatrix} e^{-ik_a 0} - \left(1 - \hat{T}(ik)\right) e^{ik_a 0} \\ \hat{T}(ik) e^{ik_a 0} - \left(1 - \hat{T}(ik)\right) e^{-ik_a 0} \\ \vdots \end{pmatrix}. \]  

(27)  

where \( u_k (1', \ldots, L')^T \) is a column vector representing the elements of the finite side chain eigenvectors. Notice that
\[ \Delta^{-1}(M, M) = \left( I_M + \begin{pmatrix} A(0, 0) & A(0, 1') \\ A(1', 0) & A(1', 1') \end{pmatrix} \right)^{-1} \]

\[
= \frac{1}{W} \begin{pmatrix}
1 - \frac{1}{2 \sin[ka_0/2] \sin[ka_0L'] \frac{1}{2 \sin[ka_0]} (L' - 1/2) ka_0} & -1 \cos[(L' - 1/2) ka_0] \\
- \frac{\sin[L ka_0]}{2 \sin[ka_0]} & \frac{\cos[(L' - 1/2) ka_0]}{1 + \frac{1}{2 \sin[ka_0]}}
\end{pmatrix}
\]

with

\[
W = 1 + \frac{i}{2 \sin[ka_0]} - \frac{1}{2 \sin[ka_0/2] \sin[ka_0L'] \frac{1}{2 \sin[ka_0]} (L' - 1/2) ka_0}
\]

(26)

(27)

Fig. 3. Transmission spectrum along the infinite chain coupled to a side chain of length \( L' = 1, 5, 10 \).

the addition of the side branch leads to the breaking of the symmetry of the eigenvectors relative to those of the infinite backbone given by Eq. (5). Since our focus in this work is on the compositional wave propagation and filtering along the infinite backbone, the details of \( \mathbf{u}_k \) \((1', \ldots, L')^T\) are nonconsequential and are thus delegated to a future work. The eigenvector in Eq. (29) can be decomposed into three independent parts, \( \mathbf{u}_k = \mathbf{u}_k^{(1)} + \mathbf{u}_k^{(2)} + \mathbf{u}_k^{(3)} \), and the \( n \)th components of each one of these are given by

\[
\mathbf{u}_{k,n}^{(1)} = \begin{cases}
\hat{T}(ik)e^{-ika_0}, & \text{for } n \leq 0 \\
0, & \text{elsewhere}
\end{cases}
\]

(30)

\[
\mathbf{u}_{k,n}^{(2)} = \begin{cases}
\mathbf{u}_k(n), & \text{for } 1 \leq n \leq L' \\
0, & \text{elsewhere}
\end{cases}
\]

\[
\mathbf{u}_{k,n}^{(3)} = \begin{cases}
\hat{T}(ik)e^{ika_0}, & \text{for } L' + 1 \leq n \\
0, & \text{elsewhere}
\end{cases}
\]

We further decomposed \( \mathbf{u}_k^{(1)} \) into three parts, \( \mathbf{u}_k^{(1)} = \mathbf{u}_k^{(1,1)} + \mathbf{u}_k^{(1,2)} + \mathbf{u}_k^{(1,3)} \) with each subcomponent defined as

\[
\mathbf{u}_{k,n}^{(1,1)} = \begin{cases}
\hat{T}(ik)e^{-ika_0}, & \text{for } n \leq -1 \\
0, & \text{elsewhere}
\end{cases}
\]

\[
\mathbf{u}_{k,n}^{(1,2)} = \begin{cases}
-e^{-ika_0}, & \text{for } n \leq -1 \\
0, & \text{elsewhere}
\end{cases}
\]

\[
\mathbf{u}_{k,n}^{(1,3)} = \begin{cases}
\hat{T}(ik)e^{ika_0}, & \text{for } n \leq -1 \\
0, & \text{elsewhere}
\end{cases}
\]

The first semi-infinite series can be simplified as

\[
\sum_{m=-\infty}^{-1} \mathbf{u}_{k,m}^{(1,1)} \ast \mathbf{x}_0^{(m)} = \sum_{m=-\infty}^{-1} e^{-ika_0m} (e^{ik_0a_0m} e^{i\theta}) = \sum_{m=1}^{\infty} (e^{ik_0a_0m} e^{i\theta}) (I(k_0, k) - 1),
\]

Next, we define the initial conditions for the concentration excursions around steady state values for the cells in the backbone as before. For the cells in the side chain, we assume zero initial conditions. The initial condition vector given by Eq. (8) for the infinite backbone is now modified for the composite system as given by

\[
\mathbf{x}_0^{(m)} = \begin{cases}
\hat{T}(ik)e^{-ika_0m}, & \text{for } m \leq 0 \\
\begin{cases}
0, & \text{for } 1 \leq m \leq L' \\
\hat{T}(ik)e^{-ika_0m} e^{i\theta}, & \text{for } m > L'.
\end{cases}
\end{cases}
\]

(32)

Notice that the initial conditions corresponding to the finite side chain are inserted within the form given by Eq. (8), effectively breaking the symmetry around \( m = 0 \). The projection vector \( \mathbf{y}_k \) given in Eq. (9) can now be constructed as a weighted superposition of initial cellular concentration excursions as

\[
\mathbf{y}_k^{(m)} = \sum_{m=-\infty}^{\infty} \mathbf{u}_{k,m}^{(1,1)} \ast \mathbf{x}_0^{(m)}
\]

\[
= \sum_{m=-\infty}^{\infty} \mathbf{u}_{k,m}^{(1,1)} \ast \mathbf{x}_0^{(m)} + \sum_{m=1}^{L'} \mathbf{u}_{k,m}^{(2,1)} \ast \mathbf{x}_0^{(m)} + \sum_{m=L'+1}^{\infty} \mathbf{u}_{k,m}^{(3,1)} \ast \mathbf{x}_0^{(m)}
\]

(33)
where
\[ I (k_1, k_2) = \sum_{n=0}^{\infty} e^{-i(k_1-k_2)a_{0m}} = \frac{e^{i\omega(k_1-k_2)}}{1 + e^{i\omega(k_1-k_2)}}. \] (35)

Similarly,
\[ \sum_{m=-\infty}^{0} u_{k,m}^{(1)\star} x_0^{(m)} = \left( \frac{1}{e^{i\phi}} \right) I (-k, -k_0) \] (36)
\[ \sum_{m=-\infty}^{0} u_{k,m}^{(3)\star} x_0^{(m)} = \hat{T}(ik)^{\star} \left( \frac{1}{e^{i\phi}} \right) I (k, k_0) \] (37)
and
\[ \sum_{m=-\infty}^{0} u_{k,m}^{(3)\star} x_0^{(m)} = \hat{T}(ik)^{\star} \left( \frac{1}{e^{i\phi}} \right) \{ I (k_0, k) \} . \] (38)

The first two terms in the curly bracket cancel each other and the third term is equivalent to
\[ Z(k, k_0) = I (-k, -k_0) + I (k, k_0) - 1 \]
\[ = 2 - e^{i\omega(k-k_0)} - e^{i\omega(-k+k_0)} \]
\[ = \begin{cases} 0, & \text{if } k = k_0 \\ 1, & \text{if } k \neq k_0 \end{cases} \]
\[ = \delta_{k, k_0}. \] (39)

Thus,
\[ y_k^0 = \left( \frac{1}{e^{i\phi}} \right) \hat{T}(ik)^{\star} \delta_{k, k_0}. \] (40)

When compared with the projection vector with no side chain present, one notices that the projection vector is modified by the weighing function \( \hat{T}(ik)^{\star} \). Using this last expression for \( y_k^0 \) in Eq. (3) and following the same set of mathematical reasoning used in Section 2, the vector for concentration excursions is given as
\[ x_{(m)}^{(r+\alpha_0 d')} (t) \approx e^{i(r+\alpha_0 d') t} \left( \hat{T}(ik_0)^{\star} e^{i(r-t-k_{0a} a_{0m})} - \left( 1 - \hat{T}(ik_0)^{\star} \right) \hat{T}(ik_0)^{\star} e^{i(r+t-k_{0a} a_{0m})} \right) \]
\[ - i \hat{T}(ik_0)^{\star} e^{-i(r-t-k_{0a} a_{0m})} + i \left( 1 - \hat{T}(ik_0)^{\star} \right) \hat{T}(ik_0)^{\star} e^{-i(r-t-k_{0a} a_{0m})} \]
\[ \approx e^{i(r+\alpha_0 d') t} \left( -2i \hat{T}(ik_0)^{\star} e^{i\gamma t} \sin (k_{0a} a_{0m}) + \left| \hat{T}(ik_0) \right|^2 e^{i\gamma t} e^{i\alpha_0 a_{0m}} \right) \]
\[ - 2 \hat{T}(ik_0)^{\star} e^{-i\gamma t} \sin (k_{0a} a_{0m}) - i \left| \hat{T}(ik_0) \right|^2 e^{-i\gamma t} e^{i\alpha_0 a_{0m}} \] (43)

Box IV.

\[ \hat{T}(ik_0)^{\star} \left( e^{i\gamma t} + e^{i\delta t} \right) + e^{i\delta} \left( e^{i\gamma t} - e^{i\delta t} \right) \frac{1 + 2y_k}{1 - 2y_k} = \left( e^{i\gamma t} - e^{i\delta t} \right) \frac{1 + 2y_k}{1 - 2y_k} + e^{i\delta} \left( e^{i\gamma t} + e^{i\delta t} \right) \] (41)

for \( m \geq L' + 1 \), which is the region to the right of the infinite backbone. Using the same set of assumptions that led to the attenuated traveling wave approximation in Section 2, \( x_{(m)}^{(r)} (t) \), \( m \geq L' + 1 \), for the coupled system can be approximated as
\[ x_{(m)}^{(r)} (t) \approx \left| \hat{T}(ik_0) \right|^2 \left( e^{i(r+\alpha_0 d') t} e^{i(r+t-k_{0a} a_{0m})} \right) \] (42)

These are still attenuated traveling plane waves as in Eq. (17) for the infinite backbone, however they are now weighted by the function \( \left| \hat{T}(ik_0) \right|^2 \). The wave numbers coinciding with the transmission zeros shown in Fig. 3 are dropped from the original plane wave. To find the solution to the left of the coupled branch, the expression for the elements of the modified eigenvector with \( m \leq 0 \), \( u_{k,m} = e^{-i\omega a_{0m}} - \left( 1 - \hat{T}(ik) \right) e^{i\omega a_{0m}} \), replaces \( u_{k,m} = \hat{T}(ik) e^{i\omega a_{0m}} \) in Eq. (41). The result is in Box IV.

The leading time function in Eq. (43) is the attenuation term similar to those in Eqs. (17) and (42). Eq. (43) reveals a quasi-standing wave nature to the left of the side branch (\( m \leq 0 \)). The first part in each row represents a proper standing wave weighted by \( \hat{T}(ik)^{\star} \) [41]. The remaining terms in both rows represent traveling waves weighted by \( \hat{T}(ik)^{\star} \). At the transmission zeros of \( \left| \hat{T}(ik_0) \right|^2 \) (see Fig. 3), the traveling wave components are eliminated, leaving behind a proper standing wave pattern for each reactant weighted by \( \hat{T}(ik)^{\star} \), a nonzero complex number in general.

The procedure that resulted in Eq. (43) can be used to attach an arbitrary structure with known Green’s function at a single cell of the backbone. The general form of the solution given in (43) will be preserved with only \( \hat{T}(ik_0) \) updated in accordance with the attached structure. In other words, \( \hat{T}(ik_0) \) carries a signature associated with the topology of the attached structure.

4. Discussion

Theoretical means for forming oscillatory standing and traveling wave patterns over various biocellular network topologies have been successfully demonstrated before [3,4,7,8,10,42,43]. We presented a unified methodology to build
biocellular networks of increasing complexity in a systematic fashion. We first assumed a hypothetical topology of an infinitely long chain of interconnected cells, each encapsulating the same set of reactants interacting in an activation–inhibition fashion. For a particular initial phase difference between the two reactants, the chosen topology theoretically sustains this phase difference and exhibits traveling waves. This is provided that attenuation functions that scale the traveling wave components are weak within the time frames of interest. A standing wave pattern formed upstream from the site of attachment when a side branch was coupled onto the infinite length backbone, providing an alternative route to periodic pattern formation that is routinely observed in biological systems [44].

From a biological standpoint, these results imply that the breaking of the symmetry in the propagation of compositional waves in the backbone, through the transmission coefficient, imposed by even one side chain (even composed of one single cell) may lead, provided that the cell response goes beyond linearity, to the conversion of the standing wave pattern into tissue heterogeneities such as striping, or in the field of development, to cell division resulting in the budding of additional side branches (i.e. growth of a periodic architecture). The specificity of the signal associated with the architecture may provide a mechanism for structural reinforcement via feedback processes as well as robustness in the development of multicellular architectures, including stabilization with respect to abnormal growth. This work is relevant to 1D architectures constituted of networks of infinite chains of cells, finite chains of cells, loops, etc. These architectures are reminiscent of filamentous cyanobacteria that grow as chain-like multicellular organisms. These organisms exhibit regular patterns of nitrogen fixing heterocyst that serve as models of pattern formation in higher organisms [45,46]. Other types of chain-like cell structures to which our work is relevant, includes networks of human embryonic stem-cells [47]. These 1D architectures will also have applicability in higher level biological organization such as community and ecosystems within the context of multiscale or metapopulation models [48,49].

The method introduced here may constitute the foundation for the development of a nonlinear theory of complex multicellular architectures. This nonlinear theory may be enabled by the convergence of several areas. The first area is the development of the linear theory of complex multicellular architectures, presented here, that provides linear solutions to complex architectures that can be used as starting approximations for perturbative methods. For instance, in another study of non-biological systems, we have shown that the IRT can be used to generate linear solutions of Euler equation that were subsequently used in conjunction with Nyborg’s second-order perturbation formalism to solve the nonlinear Navier-Stokes equation in heterogeneous media [50,51]. The second area is the development of hybrid systems such as piecewise-linear models that possess the essential features of many nonlinear dynamical systems, as for instance, regulatory systems [52,53]. The third area relates to perturbative approaches such as He’s Homotopy Perturbation Method (HPM) [54], where a nonlinear operator is separated into its linear and nonlinear parts. An embedding parameter that can vary between 0 and 1 is used to construct an operator that can transition between the linear operator and the original nonlinear one. The solution to the switching operator is assumed to be expandable into a power series of the embedding parameters. Upon taking the limit of the embedding parameter toward 1 one obtains an approximate solution to the original nonlinear operator. The HPM has been shown to be able to effectively solve strongly nonlinear problems including nonlinear parabolic differential equations [55]. The final area is the use of Green’s function propagator theory for time dependent processes that enables us to write the Green’s function of a perturbed system in terms of a series of integral terms involving the product of Green’s function of the unperturbed system and of a perturbation operator [56,57]. The work presented here is therefore an important first step in the development of a nonlinear theory of multicellular architectures.
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