Geometric phase and topology of elastic oscillations and vibrations in model systems: Harmonic oscillator and superlattice

P. A. Deymier, K. Runge, and J. O. Vasseur

Citation: AIP Advances 6, 121801 (2016); doi: 10.1063/1.4968608
View online: http://dx.doi.org/10.1063/1.4968608
View Table of Contents: http://scitation.aip.org/content/aip/journal/adva/6/12?ver=pdfcov
Published by the AIP Publishing

Articles you may be interested in
Free vibration analysis of a multiple rotating nano-beams system based on the Eringen nonlocal elasticity theory
J. Appl. Phys. 120, 054301 (2016); 10.1063/1.4959991

Feasibility of coded vibration in a vibro-ultrasound system for tissue elasticity measurement

Emergence of acoustic and optical bands in elastic systems

Free transverse vibrations of cracked nanobeams using a nonlocal elasticity model
J. Appl. Phys. 105, 044309 (2009); 10.1063/1.3068370

Modeling, vibration, and stability of elastically tailored composite thin-walled beams carrying a spinning tip rotor
J. Acoust. Soc. Am. 110, 877 (2001); 10.1121/1.1377292
Geometric phase and topology of elastic oscillations and vibrations in model systems: Harmonic oscillator and superlattice

P. A. Deymier, K. Runge, and J. O. Vasseur

1Department of Materials Science and Engineering, University of Arizona, Tucson, AZ 85721, USA
2Institut d’Electronique, de Micro-électronique et de Nanotechnologie, UMR CNRS 8520, Cité Scientifique, 59652 Villeneuve d’Ascq Cedex, France

(Received 16 August 2016; accepted 24 October 2016; published online 23 November 2016)

We illustrate the concept of geometric phase in the case of two prototypical elastic systems, namely the one-dimensional harmonic oscillator and a one-dimensional binary superlattice. We demonstrate formally the relationship between the variation of the geometric phase in the spectral and wave number domains and the parallel transport of a vector field along paths on curved manifolds possessing helicoidal twists which exhibit non-conventional topology. © 2016 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

I. INTRODUCTION

From a historical perspective, our scientific understanding of sound and vibrations dates back to Sir Isaac Newton’s Principia,1 which examined its first mathematical theory. The mid-19th century book The Theory of Sound by Lord Rayleigh2 still constitutes the foundation of our modern theory of vibrations, whereas the quantum theory of phonons followed in the early part of the 20th century.3 During this nearly 300-year period, our understanding of sound and elastic waves has been nourished essentially by the paradigm of the plane wave and its periodic counterpart (the Bloch wave) in periodic media. This paradigm relies on the four canonical characteristics of waves: frequency (ω); wave vector (k); amplitude (A); and phase (ϕ).

Over the past two decades, the fields of phononic crystals and acoustic metamaterials have developed in which researchers manipulate the spectral and refractive properties of phonons and sound waves through their host material by exploiting ω and k.4 The spectral properties of elastic waves include phenomena such as the formation of stop bands in the transmission spectrum due to Bragg-like scattering or resonant processes, as well as the capacity to achieve narrow band spectral filtering by introducing defects in the material’s structure. Negative refraction, zero-angle refraction and other unusual refractive properties utilize the complete characteristics of the dispersion relations of the elastic waves, ω(k), over both frequency and wave number domains.

Recently, renewed attention has been paid to the amplitude and the phase characteristics of the elastic waves. Indeed, it is in the canonical characteristic realms of A and ϕ where non-conventional new forms of elastic waves reside. This new realm opens gateways to non-conventional forms of elastic wave- or phonon-supporting media. In the most general form of the complex amplitude, A = A₀eⁱϕ, elastic oscillations, vibrations and waves can acquire a geometric phase ϕ which spectral or wave vector dependency can be described in the context of topology. For example, the structure of topological spaces such as manifolds can be used to mirror the properties and constraints imposed on the wave amplitude.

Electronic waves5 or electromagnetic waves6–8 with non-conventional topology have been shown to exhibit astonishing properties such as the existence of unidirectional, backscattering-immune edge states. Phononic structures have also been shown recently to possess non-conventional topology as well as topologically constrained propagative properties. These properties have been achieved by...
II. HARMONIC OSCILLATOR MODEL SYSTEMS

In this section, we consider two model systems, namely a simple one-dimensional harmonic oscillator and the driven harmonic oscillator. In both cases we illustrate the concept of geometric phase and develop the formalism necessary to interpret it in the context of topology.

A. Geometric phase and dynamical phase of the damped harmonic oscillator

The dynamics of the damped harmonic oscillator is given by:

\[
\frac{\partial^2 \bar{u}(t)}{\partial t^2} + \mu \frac{\partial \bar{u}(t)}{\partial t} + \omega_0^2 \bar{u}(t) = 0.
\]  (1)

Here, \(\mu\) is the damping coefficient and \(\omega_0\) is the characteristic frequency. \(\bar{u}(t)\) is the displacement of the oscillator. We rewrite this equation in the form:

\[
\frac{\partial^2 u(\xi, t)}{\partial t^2} + \mu \frac{\partial u(\xi, t)}{\partial t} = -i \frac{\partial u(\xi, t)}{\partial \xi}.
\]  (2)

To obtain equation (2), we have defined: \(u(\xi, t) = \bar{u}(t)e^{-i\omega_0 \xi}\). We generalize Eq. (2) further by introducing the equation:

\[
\frac{\partial^2 u(\xi, t)}{\partial t^2} - i\varepsilon \phi(\xi) \frac{\partial u(\xi, t)}{\partial t} = -i \frac{\partial u(\xi, t)}{\partial \xi}.
\]  (3)

The damped oscillator is recovered when \(i\varepsilon \phi(\xi) = -\mu\). Here \(\varepsilon\) and \(\phi\) are a parameter and a function, respectively. In the limit of small \(\varepsilon\) (i.e. to first order), we can perform the following substitution:

\[
\frac{\partial^2 u(\xi, t)}{\partial t^2} - i\varepsilon \phi(\xi) \frac{\partial u(\xi, t)}{\partial t} \sim \left( \frac{\partial}{\partial t} - i\varepsilon \frac{\phi(\xi)}{2} \right)^2 u(\xi, t).
\]  (4)
With this substitution, equation (3) takes the form of the one-dimensional Schrödinger equation in the presence of a magnetic field:

\[-i \frac{\partial u(\xi, t)}{\partial \xi} = \left( \frac{\partial}{\partial t} - i \frac{\phi(\xi)}{2} \right) u(\xi, t),\]  

(5)

where \( \xi \) plays the role of time and \( t \) plays the role of position. \( \phi \) acts as a single component vector potential associated with the magnetic field. The term in parenthesis plays the role of the canonical momentum of a charged particle in a magnetic field. If we choose a solution of the form:

\[ u(\xi, t) = v(\omega(\xi), t) e^{-i\omega_0 \xi} \quad \text{with} \quad v(\omega(\xi), t) = \tilde{v}(\omega(\xi)) e^{i\eta(\omega(\xi))}, \]  

(6)

and insert it into equation (5), we obtain:

\[ \omega_0^2 = \left[ \omega(\xi) - \frac{\phi(\xi)}{2} \right]^2. \]  

(7)

Equation (7) states that \( \omega(\xi) = \omega_0 + \varepsilon \frac{\phi(\xi)}{2} \). The function \( \phi(\xi) \) offers a mechanism for tuning/driving the frequency of the oscillator around its characteristic frequency.

We now assume that the solution to equation (5) may carry a phase \( \eta(\omega(\xi)) \) that depends on the frequency. This solution is therefore rewritten in the form:

\[ u_{\eta}(\xi, t) = u(\xi, t) e^{i\eta(\omega(\xi))} = v(\omega(\xi), t) e^{-i\omega_0 \xi} e^{i\eta(\omega_0 \xi)}. \]  

(8)

Inserting this solution into Eq. (5) yields:

\[ i \left( \frac{\partial u}{\partial \xi} e^{i\eta} + u_{\eta} \frac{\partial}{\partial \omega} \frac{\partial u}{\partial \xi} \right) = \left[ \omega(\xi) - \frac{\phi(\xi)}{2} \right]^2 u_{\eta}. \]  

(9)

We multiply both sides of this equation by the complex conjugate: \( u_{\eta}^* = u^* e^{-i\eta} \). After some manipulations we get:

\[ \frac{\partial \eta}{\partial \omega} = i u_{\eta}^* \frac{\partial u}{\partial \xi} \frac{\partial \xi}{\partial \omega} - \left[ \omega(\xi) - \frac{\phi(\xi)}{2} \right]^2 \frac{\partial \xi}{\partial \omega}. \]

This equation reveals the change in phase of the oscillator:

\[ d\eta = i u_{\eta}^* \frac{\partial u}{\partial \omega} d\omega - \left[ \omega(\xi) - \frac{\phi(\xi)}{2} \right]^2 d\xi. \]  

(10)

The first term on the right hand side of Eq. (10) contains the Berry connection defined as \(-i u_{\eta}^* \frac{\partial u}{\partial \omega} \). Indeed, since \( u(\xi, t) = \tilde{u}(t) e^{-i\omega_0 \xi} \), then \( i u_{\eta}^* \frac{\partial u}{\partial \omega} = i \tilde{u}_{\eta}^* \frac{\partial \tilde{u}}{\partial \omega} \), where \( \tilde{u} \) is the solution of Eq. (1). Equation (10) can be integrated along a path in eigen value space driven by the parameter \( \xi \).

\[ \int_{\xi_1}^{\xi_2} d\eta = \int_{\omega(\xi_1)}^{\omega(\xi_2)} i \tilde{u}_{\eta}^* \frac{\partial \tilde{u}}{\partial \omega} d\omega - \int_{\xi_1}^{\xi_2} \left[ \omega(\xi) - \frac{\phi(\xi)}{2} \right]^2 d\xi. \]  

(11)

The second term on the right-hand side of Eq. (11) is the dynamical phase. The first term on the right-hand side of Eq. (11) is the geometrical phase. Here we have used the parameter \( \xi \) to vary the frequency of the oscillator. In the next subsection, we will use a driving force to achieve the same result, i.e., we will consider the case of the driven harmonic oscillator. Both approaches provide a similar description of the evolution of the phase of the propagating waves in the space of the eigen values of the system.

**B. Geometrical phase of the driven harmonic oscillator**

The dynamics of the driven harmonic oscillator is given by:

\[ \frac{\partial^2 u}{\partial t^2} + \omega_0^2 u = a e^{i\omega t}, \]  

(12)
where \( u \) is the displacement. \( \omega_0 \) is again the characteristic frequency of the oscillator. \( \omega \) is the angular frequency of the driving function and the parameter \( a \) has the dimension of an acceleration. To solve this equation, we seek solutions of the form:

\[
\begin{align*}
  u(t) &= u_0(\omega)e^{i\omega t}.
\end{align*}
\]

Inserting Eq. (13) into Eq. (12), leads to:

\[
\begin{align*}
  (-\omega^2 + \omega_0^2)u_0 &= a.
\end{align*}
\]

We note that Eq. (12) is the spectral decomposition of the following equation:

\[
\begin{align*}
  \left( \frac{\partial^2}{\partial t^2} + \omega_0^2 \right) U &= a\delta(t),
\end{align*}
\]

with \( \delta(t) = \int_{-\infty}^{\infty} e^{i\omega t}d\omega \) and \( U(t) = \int_{-\infty}^{\infty} u_0(\omega)e^{i\omega t}d\omega \). \( U \) in Eq. (15) is a Green’s function if \( a = 1 \) \( m.s^2 \). \( u_0(\omega) \) is then its spectral representation.

From equation (14), we get:

\[
\begin{align*}
  u_0(\omega^2) &= \frac{1}{\left( \omega_0^2 - \omega^2 \right)} \sim \frac{1}{\left( \omega_0^2 - \omega^2 - i\epsilon \right)} = \frac{1}{\left( \omega_0^2 - \omega^2 + i\epsilon \right)}. \tag{16}
\end{align*}
\]

In Eq. (16) we have analytically continued the solution into the complex plane by introducing an imaginary term \(-i\epsilon \) with \( \epsilon \to 0 \). It is important to keep in mind that the eigen values are now denoted \( E = \omega^2 \). To calculate the Berry connection, \( BC(E) \), we use the first term on the right hand side of Eq. (10) where \( \omega_0^2 \) is replaced by \( E \):

\[
\begin{align*}
  BC(E) &= -i\tilde{u}_0(E)d\tilde{u}_0(E)dE = \frac{-\epsilon}{\left( \omega_0^2 - \omega^2 \right)^2 + \epsilon^2}. \tag{17}
\end{align*}
\]

\( \hat{u}_0 \) in Eq. (17) is the normalized Green’s function.

It is interesting to take the limit of Eq. (17) when \( \epsilon \to 0 \). For this we can use the well-known identity: \( \lim_{\epsilon \to 0} \frac{\pi}{\omega_0^2 - \epsilon} = \pi\delta(x) \). In that limit, the Berry connection becomes:

\[
\begin{align*}
  BC(E) &= -\pi \delta \left( \omega_0^2 - E \right). \tag{18}
\end{align*}
\]

This expression can be reformulated in terms of frequencies by using the identity: \( \delta \left( x^2 - b^2 \right) = \frac{1}{2b} \left( \delta(x - b) + \delta(x + b) \right) \) for \( b > 0 \). In the positive frequency range, the Berry connection becomes:

\[
\begin{align*}
  BC(E) &= -\pi \frac{1}{2\omega_0} \delta(\omega - \omega_0). \tag{19}
\end{align*}
\]

Now using Eq. (10), we can determine the phase change from the relation:

\[
\begin{align*}
  BC(E) &= \frac{d\eta(E)}{dE} = \frac{d\eta(\omega)}{2\omega d\omega} = -\pi \frac{1}{2\omega_0} \delta(\omega - \omega_0), \tag{20}
\end{align*}
\]

so we obtain

\[
\begin{align*}
  \frac{d\eta(\omega)}{d\omega} &= -\pi \frac{\omega}{\omega_0} \delta(\omega - \omega_0). \tag{21}
\end{align*}
\]

The variation in phase of the displacement amplitude, \( u_0 \), over some range of frequency: \([\omega_1, \omega_2]\) is now obtained by integration (see Eq. (11)):

\[
\begin{align*}
  \Delta \eta_{1,2} &= -\pi \int_{\omega_1}^{\omega_2} d\omega \frac{\omega}{\omega_0} \delta(\omega - \omega_0). \tag{22}
\end{align*}
\]

There is no phase change for intervals with both frequencies below the characteristic frequency and for intervals with both frequencies above the characteristic frequency, as well. However, by tuning the driving frequency from below the characteristic frequency to above, \( \omega_0 \), the amplitude of the oscillation accumulates a \(-\pi\) phase difference. The oscillator changes from being
in phase to being out of phase with the driving force. This means that the amplitude of the oscillation changes sign at the characteristic frequency (this is clear from Eq. (16) in the limit of $\varepsilon \to 0$).

**C. Topological interpretation of the geometrical phase**

In this subsection, we construct a manifold whose topology leads to the same geometrical phase characteristics as the driven harmonic oscillator i.e., Eq. (21). We consider first a three-dimensional helicoid manifold (see figure 1) which parametric equation is given by:

$$\vec{r}(r, \phi) = X(r, \phi)\hat{i} + Y(r, \phi)\hat{j} + Z(r, \phi)\hat{k} = r\cos\phi\hat{i} + r\sin\phi\hat{j} + c\phi\hat{k}. \quad (23)$$

The parameter $c$ is the pitch of the helicoid.

An element of length on the manifold is:

$$d\vec{s} = dX\hat{i} + dY\hat{j} + dZ\hat{k} = dr\left(\cos\phi\hat{i} + \sin\phi\hat{j}\right) + d\phi\left(-r\sin\phi\hat{i} + r\cos\phi\hat{j} + c\hat{k}\right), \quad (24)$$

where the vectors $\vec{e}_r$ and $\vec{e}_\phi$ are the tangent vectors of the helicoid. We normalize these tangent vectors, and we introduce the vector $\vec{e}_n = \vec{e}_r \times \vec{e}_\phi$ to form the helicoidal coordinate system:

$$\vec{e}_r = \cos\phi\hat{i} + \sin\phi\hat{j}, \quad (25a)$$

$$\vec{e}_\phi = \frac{1}{\sqrt{r^2 + c^2}}(-r\sin\phi\hat{i} + r\cos\phi\hat{j} + c\hat{k}), \quad (25b)$$

$$\vec{e}_n = \frac{1}{\sqrt{r^2 + c^2}}(c\sin\phi\hat{i} - c\cos\phi\hat{j} + r\hat{k}). \quad (25c)$$

The affine connection is defined through the derivative in the manifold of the coordinate basis vector projected onto the tangent vectors, namely:28

$$\frac{\partial\vec{e}_\alpha}{\partial\beta} = \Gamma^\gamma_{\alpha\beta}\vec{e}_\gamma, \quad (26)$$

where $\alpha, \beta, \gamma = r, \phi$. In Eq. (26), we have used the Einstein notation where summation on the repeating indices (here $\gamma$) is implicit.

**FIG. 1.** Schematic representation of a helicoid. ($\hat{i}, \hat{j}, \hat{k}$) is a fixed Cartesian coordinate system and ($\vec{e}_r, \vec{e}_\phi, \vec{e}_n$) is the local coordinate system.
FIG. 2. Schematic illustration of the connection $d\eta \equiv \Gamma_{r\phi}^\phi$ in the system of coordinate $(\vec{e}_r, \vec{e}_\phi, \vec{e}_n)$.

We now calculate the connection component, $\Gamma_{r\phi}^\phi$:

$$\Gamma_{r\phi}^\phi = \vec{e}_\phi (r, \phi) \cdot \vec{e}_r (r, \phi + d\phi) \approx \vec{e}_\phi (r, \phi) \cdot \vec{e}_r (r, \phi) + \vec{e}_\phi (r, \phi) \frac{\partial \vec{e}_r (r, \phi)}{\partial \phi} d\phi + \ldots$$  \hspace{1cm} (27)

The first term on the right hand side of Eq. (27) is zero by virtue of the orthogonality of the coordinate system. The derivative in the second term can be determined in the fixed Cartesian coordinate system $(\vec{i}, \vec{j}, \vec{k})$ and converted in the $(\vec{e}_r, \vec{e}_\phi, \vec{e}_n)$ coordinate system:

$$\frac{\partial \vec{e}_r (r, \phi)}{\partial \phi} = \frac{r}{\sqrt{r^2 + c^2}} \vec{e}_\phi (r, \phi) - \frac{c}{\sqrt{r^2 + c^2}} \vec{e}_n.$$  \hspace{1cm} (28)

This leads to the connection:

$$\Gamma_{r\phi}^\phi \approx \vec{e}_\phi (r, \phi) \frac{\partial \vec{e}_r (r, \phi)}{\partial \phi} d\phi = \frac{r}{\sqrt{r^2 + c^2}} d\phi.$$  \hspace{1cm} (29)

As illustrated in Fig. 2, we note that $\vec{e}_\phi (r, \phi) \cdot \vec{e}_r (r, \phi + d\phi) = \sin (d\eta) \equiv d\eta$. Here $d\eta$ is the change in angle of the vector $\vec{e}_r$ as one varies the parameter $\phi$.

Therefore, we can write:

$$d\eta \equiv \Gamma_{r\phi}^\phi \approx \frac{r}{\sqrt{r^2 + c^2}} d\phi,$$

or

$$\frac{d\eta}{d\phi} \approx \frac{r}{\sqrt{r^2 + c^2}}.$$  \hspace{1cm} (30)

We now construct the manifold of interest out of a helicoid with pitch $c = 2\Delta \omega$ by introducing a parametrization in terms of the frequency, $\omega$: $\phi (\omega) = \frac{\pi}{\Delta \omega} \left( \omega - \left( \omega_0 - \frac{\Delta \omega}{2} \right) \right)$ for $\omega_0 - \frac{\Delta \omega}{2} \leq \omega \leq \omega_0 + \frac{\Delta \omega}{2}$ and $\phi (\omega)$ is a constant otherwise. The limit of this function when $c = \Delta \omega \to 0$ is the Heaviside function whose derivative is the Dirac delta function. This construction leads to the manifold illustrated in Fig. 3.

FIG. 3. Schematic illustration of a manifold with a single half-turn twist, its topology is isomorphic to that of the eigen vectors of the harmonic oscillator near resonance.
This manifold may be visualized as a strip with one single half-turn twist. The segment of helicoid represents the twisted region. In the limit \( c = \Delta \omega \to 0 \) the twisted region becomes infinitesimally narrow.

With this parametrization, the angle \( \eta \) changes according to: \(
\frac{d\eta}{d\omega} \equiv \frac{r}{\sqrt{r^2 + c^2}} \frac{d\phi}{d\omega} = \frac{r}{\sqrt{r^2 + c^2}} \frac{\pi}{\Delta \omega}
\)
for \( \omega_0 - \frac{\Delta \omega}{2} \leq \omega \leq \omega_0 + \frac{\Delta \omega}{2} \) and \( \frac{d\eta}{d\omega} = 0 \) otherwise. In the limit \( c = \Delta \omega \to 0 \), the angle variation becomes:
\[
\frac{d\eta}{d\omega} \equiv \pi \delta(\omega - \omega_0).
\]

To within an unimportant sign, this equation is isomorphic to equation (21) that described the change in phase of a harmonic oscillator through resonance along the space of its eigen values. The topology of the eigen vectors of the harmonic oscillator is therefore isomorphic to that of a manifold constituted of a twisted strip with an infinitesimally narrow twist.

The topology of a system with multiple resonances may be visualized by a manifold with a sequence of twists along the frequency axis. The properties of the phase of the displacement of the harmonic oscillator can be visualized by the parallel transport of a vector field parallel to the twisted strip manifold. This point is illustrated below. Let consider some parametric curve, \( C \), on the helicoid manifold, \( \gamma^\alpha(\omega) = \left(r(\omega), \phi(\omega)\right) \) with \( \alpha = r, \phi \). The parameter \( \omega \) enables us to move along the curve. Let us also consider some vector field \( \vec{v}(\omega) = \gamma^\alpha(\omega) \vec{e}_\alpha(\omega) \) at any point along the curve \( C \). Here \( \vec{e}_\alpha(\omega) \) correspond to the coordinate basis vectors at a point on the curve. The derivative of the vector, \( \vec{v} \), along the curve if given by:
\[
\frac{d\vec{v}}{d\omega} = \frac{dv^\alpha}{d\omega} \vec{e}_\alpha + v^\alpha \frac{d\vec{e}_\alpha}{d\omega} = \frac{dv^\alpha}{d\omega} \vec{e}_\alpha + v^\alpha \frac{\partial \vec{e}_\alpha}{\partial \omega} \frac{dv^\beta}{d\omega}.
\]

Substituting for \( \frac{d\vec{e}_\alpha}{d\omega} \) using Eq. (26), we can write Eq. (32) in terms of the connection:
\[
\frac{d\vec{v}}{d\omega} = \frac{dv^\alpha}{d\omega} \vec{e}_\alpha + v^\gamma \Gamma^\alpha_{\alpha\beta} \frac{dv^\beta}{d\omega} \frac{dx^\gamma}{d\omega}.
\]

The dummy indices \( \alpha \) and \( \gamma \) can be interchanged such that we can factor out the basis vectors:
\[
\frac{d\vec{v}}{d\omega} = \left( \frac{dv^\alpha}{d\omega} + v^\gamma \Gamma^\alpha_{\gamma\beta} \frac{dx^\beta}{d\omega} \right) \vec{e}_\alpha.
\]

The term in parentheses is defined as the absolute derivative
\[
\frac{Dv^\alpha}{D\omega} = \frac{dv^\alpha}{d\omega} + v^\gamma \Gamma^\alpha_{\gamma\beta} \frac{dx^\beta}{d\omega}.
\]

Let us suppose that the condition: \( \frac{dv^\alpha}{d\omega} = 0 \) is always satisfied along the curve \( C \). This condition defines the notion of parallelism of the vector field \( \vec{v} \) as the vector is transported along the curve. In the case of the manifold of Fig. 3 with a segment of helicoid connected to two flat strips, if we choose \( \vec{v} = \gamma^\alpha \vec{e}_\alpha \) (i.e. \( \gamma^\alpha = 1 \) and \( \phi^\beta = 0 \)) then we can show that \( \frac{Dv^\alpha}{D\omega} = 0 + \Gamma^\alpha_{\gamma\beta} \frac{dx^\beta}{d\omega} \). The last term in this expression \( \frac{dx^\beta}{d\omega} = \frac{dr}{d\omega} = \frac{d\phi}{d\omega} = 0 \) is zero because \( r \) is independent of \( \omega \). We also have \( \frac{dv^\alpha}{d\omega} = \frac{dv^\alpha}{d\omega} \neq 0 \) for \( \omega_0 - \frac{\Delta \omega}{2} \leq \omega \leq \omega_0 + \frac{\Delta \omega}{2} \) and from Eq. (26): \( \Gamma^\alpha_{\gamma\beta} = 0 \). By consequence, \( \frac{dv^\alpha}{d\omega} = 0 \) for \( \omega_0 - \frac{\Delta \omega}{2} \leq \omega \leq \omega_0 + \frac{\Delta \omega}{2} \), that is \( \vec{e}_r \) satisfies the condition for parallel transport along the segment of helicoid in Fig. 3. Outside the interval: \( \omega_0 - \frac{\Delta \omega}{2} \leq \omega \leq \omega_0 + \frac{\Delta \omega}{2} \), \( \frac{dv^\alpha}{d\omega} = 0 \) because the manifold is a planar strip. The parallel transported vector is illustrated in Fig. 3 as colored arrows.

The structure of the manifold in the eigen value space, \( \omega \), composed of a strip subject to a local helicoidal twist mirrors the properties and constraints imposed on the oscillation amplitude. In particular parallel transport on that manifold shows a rotation of \( \pi \) of the vector field at resonance. From an experimental point of view, the amplitude of driven oscillations change sign across the resonance, that is the oscillations are in phase with the forcing function below resonance and out of phase with the forcing function for frequencies above resonance.
III. ELASTIC SUPERLATTICE MODEL SYSTEM

A. Geometrical phase of a one-dimensional elastic superlattice: Zak phase

The geometric phase that characterizes the property of bulk bands in one-dimensional (1D) periodic systems is also known as the Zak phase. In this section, we illustrate the concept of Zak phase in the case of a 1D elastic superlattice. We consider a 1D elastic superlattice constituted of layers composed of alternating segments of material 1 and material 2 (Fig. 4) with density and speed of sound \( \rho_1, \rho_2 \) and \( c_1, c_2 \). The lengths of the alternating segments are \( d_1 \) and \( d_2 \), respectively. The period of the superlattice is \( L = d_1 + d_2 \).

In the appendix, we find solutions for the displacement inside segment 1 in layer \( n \) in the form:

\[
u_1(x,t) = e^{i\omega t} \left( A_+ e^{ik_1(x-nL)} + A_- e^{-ik_1(x-nL)} \right) e^{i\varphi},
\]
with the amplitudes

\[
A_+ = \frac{1}{2} \left( F - \frac{1}{F} \right) \sin k_1 d_1 \sin k_2 d_2 + \frac{i}{2} \left( F - \frac{1}{F} \right) \cos k_1 d_1 \sin k_2 d_2,
\]

\[
A_- = i \left[ \sin k_1 d_1 \cos k_2 d_2 + \frac{1}{2} \left( F + \frac{1}{F} \right) \cos k_1 d_1 \sin k_2 d_2 - \sin qL \right],
\]
and the dispersion relation, \( \omega(q) \), given by the relation:

\[
\cos qL = \cos (k_1 d_1 + k_2 d_2).
\]

In these equations, \( F = \frac{k_1 \rho_1 c_1^2}{k_2 \rho_2 c_2^2} \) with \( k_1 = \frac{\omega}{c_1} \) and \( k_2 = \frac{\omega}{c_2} \). The wave number \( q \in \left[ \frac{\pi}{L}, \frac{\pi}{2L} \right] \).

From Eq. (36a), one observes that when \( \sin k_2 d_2 = 0 \), the amplitude \( A_+ = 0 \). Let us consider an isolated band in the band structure of the superlattice for which this condition is satisfied. Under this condition the dispersion relation simplifies to:

\[
\cos qL = \cos (k_1 d_1 + k_2 d_2).
\]

To obtain Eq. (38), we used the trigonometric relation:

\[
\cos k_1 d_1 \cos k_2 d_2 - \sin k_1 d_1 \sin k_2 d_2 = \cos (k_1 d_1 + k_2 d_2).
\]

Under this same condition the amplitude \( A_- \) reduces to:

\[
A_- = i \left[ \sin k_1 d_1 \cos k_2 d_2 - \sin qL \right],
\]
or using standard trigonometric relations

\[
A_- = i \left[ \sin (k_1 d_1 + k_2 d_2) - \sin qL \right].
\]

When the wave number is in the positive half of the Brillouin zone i.e. \( qL \in [0, \pi] \), Eq. (38) is satisfied when \( k_1 d_1 + k_2 d_2 = qL + m2\pi \) with \( m \) being an integer. In this case, \( \sin (k_1 d_1 + k_2 d_2) - \sin qL = 0 \), that is \( A_- = 0 \). Therefore, we conclude that when \( \sin k_2 d_2 = 0 \) and \( q > 0 \) both amplitudes \( A_+ \) and \( A_- \) becomes zero (so does the displacement field).

![FIG. 4. Schematic representation of the one-dimensional superlattice. A layer, \( n \), is composed of two adjacent segments. The period of the superlattice is \( L = d_1 + d_2 \).](image-url)
When the wave number is negative, i.e. \( qL \in [-\pi, 0] \), Eq. (38) is satisfied when \( k_1d_1 + k_2d_2 = |q|L + 2m\pi \) (note that \( k_1d_1 + k_2d_2 > 0 \)). In this case, \( \sin(k_1d_1 + k_2d_2) = \sin(|q|L + 2m\pi) = \sin |q|L \) and \( \sin(k_1d_1 + k_2d_2) - \sin qL \neq 0 \), the amplitude \( A_\pm \neq 0 \) and the displacement field does not vanish.

Let us define the point along the dispersion curve where the displacement amplitudes vanish by \((q_0, \omega_0)\). We have at this point \( k_2d_2 = \frac{\omega_0(z_0)}{c^2} d_2 = m\pi \) where \( m \) is an integer. We now calculate the slope of \( A_+ \) and \( A_- \) as functions of \( q \). Using Eqs. (36a,b) and the dispersion relation (37) as well as its derivative, we obtain after numerous steps:

\[
\frac{dA_+}{dq} = \frac{1}{2} \left( F + \frac{1}{F} \right) \left\{ d_1 \frac{dk_1}{dq} (\cos k_1d_1 - i \sin k_1d_1) \sin k_2d_2 + d_2 \frac{dk_2}{dq} (\sin k_1d_1 + i \cos k_1d_1) \cos k_2d_2 \right\},
\]

and

\[
\frac{dA_-}{dq} = L \cos qL \left\{ \frac{\sin qL - \frac{1}{F} \cos k_1d_1 \sin k_2d_2 (d_2 \frac{dk_2}{dq} + \frac{1}{F} (F + \frac{1}{F}) d_1 \frac{dk_1}{dq})}{\sin k_1d_1 \cos k_2d_2} - 1 \right\}.
\]

At the point \((q_0, \omega_0)\), \( k_2d_2 = 0 \) and \( k_1d_1 \cos k_2d_2 = \sin(k_1d_1 + k_2d_2) \) and

\[
\left. \frac{dA_+}{dq} \right|_{q_0} = \left. \frac{1}{2} \left( F + \frac{1}{F} \right) \frac{dk_2}{dq} (\sin k_1d_1 + i \cos k_1d_1)(-1)^m \right|_{q_0},
\]

and

\[
\left. \frac{dA_-}{dq} \right|_{q_0} = L \cos qL \left\{ \frac{\sin qL}{\sin(k_1d_1 + k_2d_2)} - 1 \right\}.
\]

We have \( \left. \frac{dA_+}{dq} \right|_{q_0} \neq 0 \) and \( \left. \frac{dA_-}{dq} \right|_{q_0} = 0 \) on one side of the Brillouin zone (at \( q_0 \)) where \( \sin(k_1d_1 + k_2d_2) = \sin qL \). Therefore, when following a path along the dispersion curve, the amplitude \( A_+ \) changes sign when crossing \((q_0, \omega_0)\) and therefore its phase changes by \( \pi \). Along the same path, the amplitude \( A_- \) does not change sign.

In Fig. 5, we illustrate the concept of Zak phase for a particular case. We have chosen the following parameters: \( \frac{d_1}{c^2} = 1.2 \frac{d_1}{\pi} \) and \( F = 2 \). The band structure of the superlattice is shown in Fig. 5(a) with its usual band folding and formation of band gaps at the origin and the edges of the Brillouin zone. The band structure is obtained by solving for \( qL \) for various values of reduced frequency \( \omega \frac{d_1}{c^2} \) using Eq. (37). In Figs. 5(b) and 5(c), we have plotted the real part and imaginary part of \( A_+ \) and the imaginary part of \( A_- \) for two isolated dispersion branches, namely the second and third branches. One notices that the amplitude \( A_+ \) as functions of \( qL \in [-\pi, \pi] \) cross and change sign in the case of the second branch, at \( q_0L = 0.524 \). The amplitude \( A_- \) reaches zero there but does not change sign (its slope is zero). The amplitudes do not cross at a value of 0 in Fig. 5(c). This behavior repeats for the 4th, 5th etc. bands.

The amplitudes \( A_+ \) and \( A_- \) are now expanded in a series around the point \( q_0 \):

\[
A_+(q) = A_+(q_0) + \left. \frac{dA_+}{dq} \right|_{q_0} (q - q_0) + \ldots \approx \left. \frac{dA_+}{dq} \right|_{q_0} \delta q,
\]

and

\[
A_-(q) = A_-(q_0) + \left. \frac{dA_-}{dq} \right|_{q_0} (q - q_0) + \left. \frac{d^2A_-}{dq^2} \right|_{q_0} (q - q_0)^2 + \ldots \approx \left. \frac{d^2A_-}{dq^2} \right|_{q_0} \delta q^2.
\]

The first amplitude is a linear function of the deviation from the wave number \( q_0 \) while the second amplitude is a quadratic function of the wave number deviation.

The periodic part of the displacement field was given in the Appendix for a layer \( n \) so for the layer \( n=0 \), we have:

\[
u_1(q,x) = e^{-iqx} \left( A_+ e^{ik_1x} + A_- e^{-ik_1x} \right),
\]

and expansion of this expression around \( q_0 \) gives:

\[
u_1(q,x) = u_1(q_0,x) + \left. \frac{du_1}{dq} \right|_{q_0} (q - q_0) + \ldots
\]
FIG. 5. (a) Band structure of one-dimensional superlattice (see text for details), real part of $A_\pm$ (dotted line), imaginary part of $A_\pm$ (dashed line) and the imaginary part of $A_-$ (solid line) for (a) the second dispersion branch and (c) the third branch. The geometrical phase accumulated by the elastic wave as one follows a closed path in $qL$ space is indicated on the band structure.

Inserting Eqs. (42), (40) and (41) into (43) yields:

$$u_1(q, x) \approx e^{-iq_0 x} e^{ik_1x} \frac{dA_1}{dq} |_{q_0} (q - q_0).$$  \hfill (44)

The Berry connection, $BC(q)$, in wave number space, $q$, is calculated from the relation:

$$\frac{1}{u_1^*u_1} \frac{du_1}{dq} = \frac{1}{(q - q_0) + i\epsilon}.$$  \hfill (45)

In that expression, $u_1^*u_1$ is a normalizing factor. Equation (45) is analytically continued into the complex plane by introducing the quantity $\epsilon \to 0$. The imaginary part of the Berry connection is the phase change, namely

$$\frac{\delta \eta}{\delta q} = \lim_{\epsilon \to 0} \frac{-\epsilon}{(q - q_0)^2 + \epsilon^2} = -\pi \delta(q - q_0).$$  \hfill (46)

This expression is valid only in the vicinity of the point $(q_0, \omega_0)$. The amplitude does not change sign elsewhere, so we anticipate that the phase change $\delta \eta = 0$ everywhere else but at $q_0$. Thus we extend the use of expression (46) to the entire Brillouin zone. Since there is only one point $(q_0, \omega_0)$ along the second branch in the band structure of Fig. 4, the integral of Eq. (46) over the Brillouin zone, $\eta = \int_{q_{\min}}^{q_{\max}} dq \frac{\delta \eta}{\delta q}$ gives a Zak phase of $-\pi$. The third band does not possess a point $(q_0, \omega_0)$ and therefore, the Zak phase is zero. Similarly, the fourth, sixth, etc. bands exhibit a $\pi$ geometrical phase while the fifth, seventh, etc. bands have a geometrical phase equal to zero.
FIG. 6. Schematic illustration of a closed manifold with a single half-turn twist which topology is isomorphic to that of the eigen vectors of a superlattice along a band with a Zak phase of $\pi$.

B. Topological interpretation of the Zak phase

This topological interpretation of the geometrical phase derived for the harmonic oscillator (subsection II C) can also be applied to the Zak phase of bands in the band structure of superlattices. For instance, Eq. (46) is isomorphic to Eq. (31) where the frequency, $\omega$, is replaced by the wave number, $q$. The major difference though lies in the fact that in a periodic system, such as a superlattice, the dispersion relations are periodic functions of the wave number, $q \in \left[ \frac{-\pi}{L}, \frac{\pi}{L} \right]$. In this case, the topological interpretation of the Zak phase in terms of a manifold is given in Fig. 6.

The primary difference between Fig. 6 and Fig. 3 is that the manifold is formed of a closed strip in the latter case because of the periodicity in wave number, $q$, space. The twist may be visualized as a segment of helicoid with infinitesimally small width in $q$, space. The arrows in Fig. 6 illustrate parallel transport of a vector field on a closed loop on the manifold. Upon spanning the Brillouin zone once (closed path of length $\frac{2\pi}{L}$), the transported vector accumulates a phase of $\pi$. One needs to complete two turns in $q$ space i.e., follow a closed path which length $\frac{4\pi}{L}$ to recover the original orientation of the parallel transported vector, i.e., accumulate a phase of $2\pi$.

IV. CONCLUSIONS

We have illustrated the concept of geometric phase in the case of two prototypical elastic systems, namely the one-dimensional harmonic oscillator and a one-dimensional binary superlattice. In the first case, the well-known phase change of $\pi$ of the displacement amplitude of a driven harmonic oscillator as the driving frequency crosses its characteristic frequency is interpreted topologically in terms of the parallel transport of a vector field along a curved manifold constituted of a strip containing a helicoidal twist. The twist occurs at the characteristic frequency. An elastic superlattice is known to possess dispersion bands along which the displacement amplitude changes sign and therefore exhibits a change in phase of $\pi$. In this periodic system, the geometric phase (also known as the Zak phase) is now a periodic function of the wave number. The change in phase along a path in the Brillouin zone of the superlattice is interpreted topologically in terms of the parallel transport of a vector field along a manifold constituted of a closed twisted strip. The twist occurs at the wave number where the amplitude of elastic waves changes sign. The investigation of two simple model elastic systems has the aim of illustrating the abstract concepts of geometric phase and its topological interpretation. The formal mapping of the evolution of the geometrical phase on the spectral or wave number domains onto the parallel transport of a vector field on curved manifold spanning the frequency and wave number spaces is hoped to help interpret topological features of elastic waves in more complex media such as two-dimensional or three dimensional phononic crystals and acoustic metamaterials.
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APPENDIX: EIGEN VALUES AND EIGEN VECTORS IN ONE-DIMENSIONAL ELASTIC SUPERLATTICE

We consider a one-dimensional (1D) superlattice composed of alternating segments of material 1 and material 2. The density and speed of sound in the two types of materials are \( \rho_1, \rho_2 \) and \( c_1, c_2 \). The lengths of the alternating segments are \( d_1 \) and \( d_2 \), respectively. The 1D equation of propagation of longitudinal waves in a homogeneous medium with speed of sound \( c \) is:

\[
\frac{\partial^2 u(x,t)}{\partial t^2} = c^2 \frac{\partial^2 u(x,t)}{\partial x^2}.
\]  

(A1)

We seek solutions in the form: \( u(x,t) = u(x) e^{i\omega t} \). Inserting in Eq. (A1) gives:

\[
-\omega^2 u(x) = c^2 \frac{\partial^2 u(x)}{\partial x^2}.
\]  

(A2)

The solution to Eq. (A2) will take the general form of quasi-standing waves:

\[
u(x) = A_+ e^{ikx} + A_- e^{-ikx},
\]

(A3)

with \( k^2 = \frac{\omega^2}{c^2} \).

We expect the solution given by Eq. (A3) to be a periodic function of position, \( x \), with a period \( L \). We therefore write the solution in the form of a Bloch wave, namely:

\[
\nu(x) = e^{iqx} u(q,x),
\]

(A4)

where the quantity \( q \in \left[ \frac{2\pi}{L}, \frac{2\pi}{L} \right] \). The periodic function \( u(q,x) \) must meet the condition \( u(q,x) = u(q,x+L) \). The periodic functions in the segments 1 and 2 in the \( n \)th layer are given by:

\[
u_1(q,x) = e^{-iqx-nL} \left( A_+ e^{ik_1(x-nL)} + A_- e^{-ik_1(x-nL)} \right),
\]

(A5a)

\[
u_2(q,x) = e^{iqx-nL} \left( B_+ e^{ik_2(x-nL-d)} + B_- e^{-ik_2(x-nL-d)} \right),
\]

(A5b)

with \( k_1 = \frac{\omega}{c_1} \) and \( k_2 = \frac{\omega}{c_2} \). \( A_+ \) and \( B_+ \) are the amplitude of the forward and backward propagating waves in media 1 and 2, respectively.

The solutions in the segment 1 and 2 in the \( n \)th layer of the superlattice are therefore given by:

\[
u_1(x) = e^{iqxL} \left( A_+ e^{ik_1(x-nL)} + A_- e^{-ik_1(x-nL)} \right),
\]

(A6a)

\[
u_2(x) = e^{iqxL} \left( B_+ e^{ik_2(x-nL-d)} + B_- e^{-ik_2(x-nL-d)} \right).
\]

(A6b)

To find the amplitudes, we use the conditions of continuity of displacement and of stress at the interfaces.

The condition of continuity of displacement at the interface between layer \( n \) and layer \( n-1 \) (i.e. location \( x = nL \) between segment 1 in layer \( n \) and segment 2 in layer \( n-1 \) states:

\[
u_1(nL) = e^{iqnL} (A_+ + A_-) = \nu_2(nL) = e^{iq(n-1)L} \left( B_+ e^{ik_2(L-d)} + B_- e^{-ik_2(L-d)} \right),
\]

which reduces to

\[
A_+ + A_- = e^{-iqL} \left( B_+ e^{ik_2d} + B_- e^{-ik_2d} \right).
\]

(A7)

The stress in a medium “i” is given by \( \rho_i c_i^2 \frac{\partial u}{\partial x} \) where \( \rho_i c_i^2 \) is the stiffness of the medium. The continuity of stress at the interface \( x = nL \) is:

\[
k_1 \rho_1 c_1^2 (A_+ - A_-) = e^{-iqL} k_2 \rho_2 c_2^2 \left( B_+ e^{ik_2d} - B_- e^{-ik_2d} \right).
\]

(A8)

Considering now the conditions of continuity of displacement and stress at the interface between media 1 and 2 in the same layer \( n \), i.e., location \( x = nL + d_1 \) leads to:

\[
A_+ e^{ik_1d_1} + A_- e^{-ik_1d_1} = B_+ + B_-, \]

(A9)

\[
k_1 \rho_1 c_1^2 (A_+ e^{ik_1d_1} - A_- e^{-ik_1d_1}) = k_2 \rho_2 c_2^2 (B_+ - B_-),
\]

(A10)
Equations (A7), (A8), (A9) and (A10) form a system of four linear equations in the amplitudes:

\[
\begin{align*}
A_+ e^{ik_1d_1} + A_- e^{-ik_1d_1} - B_+ - B_- &= 0 \\
A_+ F e^{ik_1d_1} - A_- F e^{-ik_1d_1} - B_+ + B_- &= 0 \\
A_+ + A_- B_+ e^{-iqL} e^{ik_2d_2} - B_+ e^{-iqL} e^{-ik_2d_2} &= 0 \\
A_+ F - A_- F - B_+ e^{-iqL} e^{ik_3d_2} + B_- e^{-iqL} e^{-ik_3d_2} &= 0
\end{align*}
\]

(A11)

where $F$ is defined as $F = \frac{k_1 \mu \nu}{k_1 \mu \nu c}$, This system has nontrivial solutions if the determinant of matrix:

\[
\begin{pmatrix}
\alpha_1 & \beta_1 \\
F \alpha_1 - F \beta_1 & -1 + 1 +1 - e^{-iqL} \alpha_2 - e^{-iqL} \beta_2 \\
1 & F - F e^{-iqL} \alpha_2 + e^{-iqL} \beta_2 \\
\end{pmatrix}
\]

is equal to zero. This condition gives the eigen values of the system. In that matrix we have introduced: $\alpha_i = e^{ik_i d_i} = \frac{1}{F}$. After a number of algebraic manipulations, the eigen values are obtained from the dispersion relation:

\[
\cos qL = \cos k_1 d_1 \cos k_2 d_2 - \frac{1}{2} \left( F + \frac{1}{F} \right) \sin k_1 d_1 \sin k_2 d_2.
\]

(A12)

To solve for the Eigen values, we use the approach of transfer matrices. For this, Eqs. (A7) and (A8) can be recast in the form:

\[
\begin{pmatrix}
1 & 1 \\
F & -F
\end{pmatrix}
\begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_{n+1} = e^{-iqL} \begin{pmatrix}
\alpha_2 & \beta_2 \\
\alpha_2 - \beta_2
\end{pmatrix}
\begin{pmatrix}
B_+ & B_- \\
\end{pmatrix}
_n.
\]

(A13)

Equations (A9) and (A10) can be reformulated as:

\[
\begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
\begin{pmatrix}
B_+ & B_- \\
\end{pmatrix}
_n = \begin{pmatrix}
\alpha_1 & \beta_1 \\
F \alpha_1 - F \beta_1
\end{pmatrix}
\begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_n.
\]

(A14)

In equation (A14), both sets of amplitudes are located within a layer $n$. Finally, we can insert Eq. (A14) into Eq. (A13) to obtain:

\[
\begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_{n+1} = \begin{pmatrix}
t_{11} & t_{12} \\
t_{21} & t_{22}
\end{pmatrix}
\begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_n.
\]

(A15)

The 2x2 matrix in Eq. (A15) is the transfer matrix that relates the amplitudes between two adjacent layers. The components of the transfer matrix are given by:

\[
t_{11} = \frac{1}{4F} \alpha_1 \left[ (F + 1)^2 \alpha_2 - (F - 1)^2 \beta_2 \right],
\]

(A16a)

\[
t_{22} = -\frac{1}{4F} \beta_1 \left[ (F - 1)^2 \alpha_2 - (F + 1)^2 \beta_2 \right],
\]

(A16b)

\[
t_{12} = -\frac{1}{4F} \beta_1 \left( F + 1 \right) (F - 1) \left( \alpha_2 - \beta_2 \right),
\]

(A16c)

\[
t_{21} = \frac{1}{4F} \alpha_1 \left( F + 1 \right) (F - 1) \left( \alpha_2 - \beta_2 \right).
\]

(A16d)

Note that because the modes in the periodic superlattice are Bloch modes, we can write:

\[
\begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_{n+1} = e^{iqL} \begin{pmatrix}
A_+ & A_- \\
\end{pmatrix}
_n.
\]
With this condition, Eq. (A15) can be recast in the form of an eigen value problem:

\[
\begin{pmatrix}
 t_{11} & t_{12} \\
 t_{21} & t_{22}
\end{pmatrix} - e^{iqL} \begin{pmatrix}
 1 & 0 \\
 0 & 1
\end{pmatrix} \begin{pmatrix}
 A_+ \\
 A_-
\end{pmatrix} = 0.
\]  

(A17)

If \(e^{iqL}\) is an eigen value, the determinant of the matrix in the left hand side of Eq. (A17) vanishes and the system of Eq. (A17) reduces to a single equation:

\[
(t_{11} - e^{iqL}) A_+ = -t_{12} A_-
\]

which gives the non-normalized eigenvectors:

\[
A_+ = -t_{12}, \quad A_- = t_{11} - e^{iqL},
\]

(A18a)

(A18b)

where we express the components of the transfer matrix in the form:

\[
t_{11} = e^{ik_1 d_1} \left[ \cos k_2 d_2 + \frac{i}{2} \left( F + \frac{1}{F} \right) \sin k_2 d_2 \right]. \quad \text{(A19a)}
\]

and

\[
t_{12} = -e^{-ik_1 d_1} \left[ \frac{i}{2} \left( F - \frac{1}{F} \right) \sin k_2 d_2 \right]. \quad \text{(A19b)}
\]

Introducing \(e^{\pm i k_1 d_1} = \cos k_1 d_1 \pm i \sin k_1 d_1\) into Eqs. (A19a,b) and using the dispersion relation given by Eq. (A12), one gets the complex amplitudes:

\[
A_+ = \frac{1}{2} \left( F - \frac{1}{F} \right) \sin k_1 d_1 \sin k_2 d_2 + \frac{i}{2} \left( F - \frac{1}{F} \right) \cos k_1 d_1 \sin k_2 d_2, \quad \text{(A20a)}
\]

\[
A_- = i \left[ \sin k_1 d_1 \cos k_2 d_2 + \frac{1}{2} \left( F + \frac{1}{F} \right) \cos k_1 d_1 \sin k_2 d_2 - \sin qL \right]. \quad \text{(A20b)}
\]