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A B S T R A C T

The presence of extensive nanopores in organic-rich shale introduces unique thermodynamic fluid phase
behaviors owing to large pressure differentials across fluid-fluid interfaces and strong fluid-wall interactions.
While the nanoconfined phase behavior has been extensively studied in a single nanopore, its manifestation
in complex nanopore networks remains poorly understood and rigorously derived macroscopic phase behavior
formulations are not yet available. We develop a novel upscaling framework for deriving macroscopic phase
behavior formulations in realistic nanopore networks (e.g., obtained from high-resolution digital images of
shale samples). The framework employs a generalized phase equilibrium model that explicitly accounts for
the impact of capillary pressure and multicomponent adsorption in each pore. Assuming thermodynamic
equilibrium across the pore network, macroscopic phase behavior variables for the entire pore network are
then derived by integrating the variables from the individual pores. This leads to a macroscopic network-scale
phase equilibrium model that naturally accounts for the size- and geometry-dependent nanoconfinement effects
of a complex pore structure. Simulated phase behaviors using three multiscale pore networks demonstrate that
(1) the phase behavior in a pore network—controlled by the multiscale pore structure—significantly deviates
from that in a single nanopore and (2) due to capillary trapping of the liquid phase and competitive adsorption
on the pore wall, heavier components tend to reside in smaller pores and suppress the bubble point pressure
therein. The upscaled phase behavior model shares the same mathematical structure as that of a standard
phase behavior model and can thus be readily incorporated in commercial reservoir simulators.
. Introduction

Hydrocarbon recovery from liquid-rich shale reservoirs has grown
apidly in the past decade and reshaped the global energy land-
cape [1]. The abnormal phase behavior of hydrocarbon mixtures in
hale rocks, i.e., significant deviation from that of the bulk fluids,
oses unique challenges in predicting recovery rates from liquid-rich
hale reservoirs [2–6]. Improving the predictive capability of reservoir
imulations requires a comprehensive understanding of phase behaviors
n the complex nanopore networks of shale rocks.

In nanoconfined pore spaces, large pressure differential across the
luid-fluid interfaces and strong interaction between fluid molecules
nd the pore wall make the phase behavior of a hydrocarbon mixture
eviate from its bulk behavior [7–10]. These so-called nanoconfine-
ent effects have been investigated by (1) nanofluidic experiments that
irectly measure the phase behavior in an individual nanopore [11–
8] or a network of pores [19,20], and (2) theoretical models, such as
olecular dynamics (MD) simulations [e.g., 21–23], grand canonical
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Monte Carlo (GCMC) or Gibbs ensemble Monte Carlo (GEMC) meth-
ods [e.g., 24–26], and density functional theory (DFT) [e.g., 27,28].
The theoretical models have been applied to simulate the phase be-
havior in pores that have different geometries (e.g., slit, cylindrical,
ink-bottle, wedged shapes), sizes, and solid surface properties [27,29–
31]. Collectively, the nanofluidic experimental [15] and advanced theo-
retical modeling studies [e.g., 22,26,32–35] have clearly demonstrated
that nanoconfinement significantly modifies the fluid phase behavior
and the multiscale pore structure is a primary factor that controls the
overall phase behavior of a fluid mixture.

However, the new nanoconfined phase behaviors—revealed by the
fundamental nanofluidic experiments and theoretical models—are yet
to be incorporated in reservoir simulations that are routinely used for
predicting and optimizing hydrocarbon productions in the field. Stan-
dard reservoir simulations often employ the so-called phase equilibrium
models to simulate fluid phase behaviors. A phase equilibrium model
treats each fluid phase as a continuum and assumes thermodynamic
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equilibrium between different fluid phases under isothermal conditions,
i.e., the chemical potential or fugacity of each component is equal in
different fluid phases for any prescribed temperature [36,37]. The stan-
dard phase equilibrium models do not directly apply to fluids confined
in nanopores due to large pressure differentials across the fluid-fluid in-
terfaces and strong fluid-solid interactions under nanoconfinement [9,
14,38,39].

A number of studies have extended the phase equilibrium models
to account for the nanoconfinement effects for a single nanopore. The
effect of pressure differentials across the fluid-fluid interfaces (i.e., cap-
illary pressure) can be modeled by assigning different pressures to
the different fluid phases when computing the fugacities [3,40–44].
Because these models account for the capillary pressure only in a single
pore, we refer to them as individual-pore phase equilibrium model.
Employing such an individual-pore phase equilibrium model, Stimpson
and Barrufet [45] investigated the impact of nanoconfinement on the
relative permeability using a bundle-of-tubes model. Wang et al. [46]
applied the individual-pore phase equilibrium to a two-dimensional
pore network to study the impact of pore size distribution on the phase
transition of hydrocarbon mixtures. Later, Song et al. [47] coupled an
individual-pore phase equilibrium model that accounts for the impact
of pore geometry to a static pore network model and also studied
the relative permeability problem. More recently, Chen et al. [48]
developed a new modeling framework that couples an individual-pore
phase equilibrium model to a dynamic pore network model and inves-
tigated the impact of phase change on two-phase displacement, though
capillary pressure was not included in their phase-equilibrium formu-
lation. In addition to the above pore-scale studies, the individual-pore
phase equilibrium model has also been employed in continuum-scale
models to study the impact of pore size distribution on the phase
behavior, e.g., the suppression of bubble point pressure [49,50]. These
studies examined the phase behavior in a heterogeneous computational
domain consisting of 2 or 3 homogeneous regions by applying an
individual-pore phase equilibrium model to each region.

Accounting for the pressure differential alone (i.e., without account-
ing for fluid-wall interactions) in the phase equilibrium model cannot
predict the deviation of the critical point (i.e., critical pressure and tem-
perature) under nanoconfinement—a phenomenon commonly observed
in nanofluidic experiments and advanced theoretical simulations [51–
56]. To address this limitation, several studies have introduced an
additional phase in the affinity of the solid surface (i.e., an adsorbed
phase in addition to the bulk phases of liquid and vapor) to account
for the fluid-wall interactions [57–59]. Travalloni et al. [57,58] de-
veloped a sophisticated thermodynamic phase equilibrium model for
the adsorbed phase and the bulk phases. Their model was able to
predict different types of adsorption isotherms and different multi-
phase configurations under nanoconfinement. Using a more practical
approach, Sandoval et al. [59] developed a model that couples the
multicomponent Langmuir (ML) isotherm (for the adsorbed phase) to
an individual-pore phase equilibrium model. Their model successfully
predicted the shifted phase behavior (for both the phase envelope and
critical point) due to nanoconfinement effects.

The work of Sandoval et al. [59] provides a promising practical
approach to represent the nanoconfined phase behaviors in a phase
equilibrium model. But the current formulation only applies to a single
tube-type pore with a circular cross-section. Other pore geometries
that may better represent the realistic pore structures, such as tubes
with square or triangular cross-sections, are yet to be accounted for.
More importantly, the single-pore formulation needs to be rigorously
upscaled to fully represent the complex multiscale pore-network struc-
tures in shale rocks. Our objective was to address these two critical
issues and develop an upscaling framework that can represent the
nanoconfined phase behaviors in complex nanopore networks. Specif-
ically, (1) we first generalize the individual-pore phase equilibrium
model of Sandoval et al. [59] to account for different pore geometries,
2

and (2) then couple the generalized model to a complex pore network
to develop a new upscaling framework for deriving macroscopic phase
behavior formulations at the network-scale. Employing the generalized
individual-pore phase equilibrium model to each pore and assuming
thermodynamic equilibrium across the pore network allow us to derive
the macroscopic phase behavior variables for the entire network. The
end result is a network-scale phase equilibrium model that naturally
accounts for the nanoconfinement effects in a complex pore network
with pores varying in size and geometry. To the best of our knowledge,
this is the first upscaling framework that allows one to derive the
macroscopic phase behavior in pore networks that are representative
of the realistic pore structures of shale rocks.

The paper is organized as follows. We present the mathematical
formulations and the numerical algorithms for both the generalized
individual-pore phase equilibrium model and the network-scale phase
equilibrium model in Section 2. In Section 3, we employ the newly
derived individual-pore and network-scale phase equilibrium models
to analyze the impact of capillary pressure, competitive adsorption,
pore size, geometry, and the multiscale pore structures on the phase
behaviors under nanoconfinement. This is followed by discussions of
the key ingredients of the upscaling framework and its implications to
reservoir simulations for liquid-rich shale formations in Section 4. We
close with concluding remarks in Section 5.

2. Method

We present the mathematical formulations and the numerical algo-
rithms for: (1) the generalized individual-pore phase equilibrium model
in Section 2.1, and (2) the network-scale phase equilibrium model in
Section 2.2.

2.1. Phase equilibrium model in a single nanopore

We generalize the individual-pore phase equilibrium model of San-
doval et al. [59]—derived for a pore with a circular cross-section—to
allow for pores with more general geometries including tubes with
square and triangular cross-sections. The different geometries allow
for representing more realistic pore structures of rocks, e.g., they can
more accurately replicate different shape factors and surface areas of a
pore [60].

2.1.1. Thermodynamic equilibrium
Inside a nanopore, a hydrocarbon mixture may exist in three differ-

ent phases, i.e., liquid, vapor, or adsorbed phase (see Fig. 1). When two
or three phases coexist, we assume thermodynamic equilibrium among
them, i.e., the fugacity of any component is equal in the liquid (l), vapor
(v), and adsorbed (ad) phases,

𝑓𝑘,l = 𝑓𝑘,v = 𝑓𝑘,ad, (1)

where 𝑓𝑘,𝛼 is the fugacity of component 𝑘 (𝑘 = 1, 2, 3,… , 𝑁𝑐 , where 𝑁𝑐
is the total number of components) in the 𝛼 phase (𝛼 = ‘‘l’’, ‘‘v’’, or ‘‘ad’’),
which is a function of the temperature 𝑇 , pressure 𝑝𝛼 , and composition
of the 𝛼 phase [61, ch. 4&6]. Let 𝑥𝑘, 𝑦𝑘, and 𝑤𝑘 denote the mole fraction
of component 𝑘 in the liquid, vapor, and adsorbed phases, respectively,
𝐱 = {𝑥𝑘}, 𝐲 = {𝑦𝑘}, and 𝐰 = {𝑤𝑘} (𝑘 = 1, 2, 3,… , 𝑁𝑐) would then
represent the composition of the liquid, vapor, and adsorbed phases.
𝑓𝑘,𝛼 has the following forms

𝑓𝑘,l = 𝑥𝑘𝑝l𝜑𝑘,l(𝑇 , 𝑝l, 𝐱), 𝑓𝑘,v = 𝑦𝑘𝑝v𝜑𝑘,v(𝑇 , 𝑝v, 𝐲),

𝑓𝑘,ad = 𝑤𝑘𝑝ad𝜑𝑘,ad(𝑇 , 𝑝ad,𝐰),
(2)

where 𝜑𝑘,𝛼 is the fugacity coefficient of component 𝑘 in the 𝛼 phase,
which is a function of the temperature, pressure, and composition of
the 𝛼 phase [61, ch. 4].

Using 𝜓𝛼 to denote the mole fraction of the 𝛼 phase, the mass
conservation of component 𝑘 in the three phases can be written as

l 𝑘 v 𝑘 ad 𝑘 𝑘,f
𝜓 𝑥 + 𝜓 𝑦 + 𝜓 𝑤 = 𝑧 , (3)
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Fig. 1. Schematic of a pore network consisting of pores with square or triangular cross-sections and the cross-sectional view of a pore in the presence of liquid, vapor, and
adsorbed phases.
where 𝑧𝑘,f is the mole fraction of component 𝑘 in the total feed (the
superscript ‘‘f’’ refers to ‘‘feed’’). By definition, the mole fractions of all
three phases sum to unity

𝜓 l + 𝜓v + 𝜓ad = 1. (4)

Similarly, the summation of the mole fractions for all 𝑁𝑐 components
in each phase is equal to unity, i.e.,
𝑁𝑐
∑

𝑘=1
𝑥𝑘 =

𝑁𝑐
∑

𝑘=1
𝑦𝑘 =

𝑁𝑐
∑

𝑘=1
𝑤𝑘 = 1. (5)

When liquid and vapor coexist in a pore, they form fluid-fluid
interfaces that lead to a pressure difference between the two fluids
(i.e., capillary pressure). The capillary pressure needs to be accounted
for when computing the fugacities in the vapor and liquid phases
(Eq. (2)). Assuming vapor is the nonwetting phase and liquid is the
wetting phase, the capillary pressure 𝑝𝑐 is defined as

𝑝v − 𝑝l = 𝑝𝑐 . (6)

The mathematical formulation for 𝑝𝑐 will be presented in the following
Section 2.1.2.

2.1.2. Capillary pressure
𝑝𝑐 may be described by the Young–Laplace equation,

𝑝𝑐 = 𝜎( 1
𝑟𝑚,1

+ 1
𝑟𝑚,2

). (7)

𝜎 is the interfacial tension between liquid and vapor, which can be
computed by 𝜎1∕4 = ∑𝑁𝑐

𝑘=1 𝜒
𝑘 (𝑥𝑘𝜌l − 𝑦𝑘𝜌v), where 𝜒𝑘 is the parachor of

pure component 𝑘 [61, ch. 4]. 𝑟𝑚,1 and 𝑟𝑚,2 are the two principal radii
of curvature of the fluid-fluid interface. For a pore with a circular cross-
section, 𝑟𝑚,1 = 𝑟𝑚,2 and they are independent of the phase saturation.
For a pore with a square or triangular cross-section, the radius of
curvature along the pore length is infinite (see Fig. 1). Thus, only the
principal radius of curvature in the cross-sectional plane is used to
compute 𝑝𝑐 . The principal radius of curvature in the cross-sectional
plane is a function of phase saturation, which will be presented in the
following.

To simplify the notation, we drop the number in the subscript and
simply use 𝑟𝑚 to denote the principal radius of curvature in the cross-
sectional plane here and in the rest of the paper. As shown in Fig. 1,
3

before the interfaces meet (i.e., 𝑠l ≤ 𝑠l
𝑐 , where 𝑠l is the liquid saturation

in the bulk phases and 𝑠l𝑐 is the 𝑠l when the interfaces meet), 𝑟𝑚 is an
explicit expression of the cross-section geometry, contact angle 𝜃, and
liquid saturation in the bulk phases 𝑠l (see Eq. (8)). After the interfaces
meet (i.e., 𝑠l > 𝑠l

𝑐), the curvature and the formulation of 𝑟𝑚 become
more complicated. Different forms of 𝑟𝑚 (including a nonmonotonic 𝑟𝑚-
𝑠l function, a monotonic 𝑟𝑚-𝑠l function, and a constant 𝑟𝑚) have been
proposed for 𝑠l > 𝑠l𝑐 in the literature [48,62–64]. Here, we assume 𝑟𝑚 is
constant for 𝑠l > 𝑠l𝑐 and is equal to the 𝑟𝑚 corresponding to 𝑠l = 𝑠l

𝑐 [48].
Since the fluid-fluid interface may not be defined when the radius of
curvature becomes small, e.g., on the order of nanometers, we assume
the radius of the curvature has a minimum value 𝑟0. Namely, 𝑟𝑚 does
not decrease with 𝑠l when 𝑠l ≤ 𝑠l

0, where 𝑠l
0 is the liquid saturation in

the bulk phases corresponding to 𝑟𝑚 = 𝑟0.
To derive the general expression for 𝑟𝑚, we define the following four

geometrical parameters to represent the fluid distribution in the cross-
sectional plane of a pore: (1) �̃�𝑒, the area occupied by the bulk phases
when 𝑟𝑒 = 1, where 𝑟𝑒 is the effective pore radius (i.e., the radius of
the inscribed circle of the area available for the bulk phases as shown
in Fig. 1); �̃�𝑒 =

∑𝑁𝛽
𝑗=1 cot 𝛽𝑗 , where 𝛽 is the half corner angle and 𝑁𝛽 is

the number of corners in the cross-section of a pore. (2) �̃�𝑚, the area
occupied by the liquid phase when 𝑟𝑚 = 1; �̃�𝑚 =

∑𝑁𝛽
𝑗=1 cos 𝜃 cos(𝜃 +

𝛽𝑗 )∕ sin 𝛽𝑗 − (𝜋∕2 − 𝜃 − 𝛽𝑗 ). (3) 𝓁𝑒, the perimeter of the area occupied
by the bulk phases when 𝑟𝑒 = 1; 𝓁𝑒 =

∑𝑁𝛽
𝑗=1 2 cot 𝛽𝑗 . (4) 𝓁𝑚, the total

length of the interfaces between the liquid and the adsorbed phases
when 𝑟𝑚 = 1; 𝓁𝑚 =

∑𝑁𝛽
𝑗=1 2 cos(𝜃 + 𝛽𝑗 )∕ sin 𝛽𝑗 . Using the above four

geometric parameters, 𝑠l
0 and 𝑠l

𝑐 can be expressed as 𝑠l
0 = (𝑟20�̃�𝑚)∕(𝑟

2
𝑒 �̃�𝑒)

and 𝑠l
𝑐 = (𝑟2𝑚,𝑐 �̃�𝑚)∕(𝑟

2
𝑒 �̃�𝑒), where 𝑟𝑚,𝑐 is the 𝑟𝑚 when interfaces meet,

namely, 𝑟𝑚,𝑐 = 𝑟𝑒𝓁𝑒∕𝓁𝑚. Then, 𝑟𝑚 has the following form

𝑟𝑚 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑟0
(

𝑠l𝑟2𝑒 �̃�𝑒∕�̃�𝑚
)1∕2

𝑟𝑒𝓁𝑒∕𝓁𝑚

0 ≤ 𝑠l ≤ 𝑠l
0,

𝑠l
0 < 𝑠

l ≤ 𝑠l
𝑐 ,

𝑠l𝑐 < 𝑠
l ≤ 1.

(8)

𝑠l can be computed via

𝑠l =
𝛾∕𝜌l

=
𝛾∕𝜌l

, (9)

1∕𝜌𝑏 𝛾∕𝜌l + (1 − 𝛾)∕𝜌v
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where 𝛾 is the mole fraction of liquid in the bulk phases, i.e., 𝛾 =
𝜓 l∕(𝜓 l + 𝜓v). 𝜌b is the bulk molar density (the superscript ‘‘b’’ refers
to ‘‘bulk’’). 𝜌l and 𝜌v are the molar densities of liquid and vapor
phases, respectively, which are functions of temperature, pressure,
and phase composition, and can be computed via the Peng-Robinson
equation-of-state (EOS) [65,66].

2.1.3. Adsorption
In the adsorbed phase, the fugacity of a component, 𝑓𝑘,ad, is a

function of temperature 𝑇 , pressure 𝑝ad, and mole fraction of the
component 𝑤𝑘 (see Eqs. (2)). Using 𝜉𝑘 to denote the amount (in mole)
of component 𝑘 in the adsorbed phase, 𝑤𝑘 can be written as

𝑤𝑘 =
𝜉𝑘

∑𝑁𝑐
𝑗=1 𝜉

𝑗
. (10)

ow, 𝑓𝑘,ad is a function of 𝑇 , 𝑝ad, and 𝜉𝑘. The functional form can
e determined by using sophisticated adsorption models that explicitly
epresent the fluid-wall interactions (e.g., an extended version of the
eneralized van der Waals theory) [57,58] or via relatively simple
dsorption models that employ an isotherm equation (e.g., an ML
odel) [59]. Here, we follow Sandoval et al. [59] and employ an ML
odel, i.e., Eq. (11), to provide the relationship among 𝑓𝑘,ad, 𝑇 , and
𝑘 (note that because the ML model does not involve an EOS for the
dsorbed phase, 𝑝ad is not a model parameter).

𝑘 = 𝜉max,𝑘(𝑇 )
𝑏𝑘(𝑇 )𝑓𝑘,ad

1 +
∑𝑁𝑐
𝑗=1 𝑏

𝑗 (𝑇 )𝑓 𝑗,ad
, (11)

where 𝜉max,𝑘 is the maximum adsorption and 𝑏𝑘 is the adsorption
quilibrium constant. 𝜉max,𝑘 and 𝑏𝑘 can be determined for different
ock materials by fitting the ML model to adsorption data obtained
rom batch experiments or generated from more advanced models
uch as the multicomponent potential theory of adsorption (MPTA)
odel [59,67]. Additionally, we can use the 𝜉𝑘 given by Eq. (11) to

ompute the molar fraction of adsorbed phase 𝜓ad as

ad =

∑𝑁𝑐
𝑗=1 𝜉

𝑗

𝜌b(𝑣 − 𝑣ad) +
∑𝑁𝑐
𝑗=1 𝜉

𝑗
, (12)

here 𝑣 is the pore volume, and 𝑣ad is the volume of the adsorbed
hase in a pore. Here we assume: (1) the pore wall is homogeneous,
2) the adsorbed phase has a uniform density and a constant thickness,
[68], and (3) the adsorbed layer always exists, i.e., 𝜉max,𝑘 and ℎ are

ositive [59,69,70]. Therefore, 𝑣ad for a pore with a circular cross-
ection is equal to 𝜋𝓁

(

𝑟2𝑝 − (𝑟𝑝 − ℎ)2
)

or 𝜋𝓁(𝑟2𝑝 − 𝑟2𝑒 ), while 𝑣ad for a

pore with a square or triangular cross-section can be computed as

𝑣ad =
𝑁𝛽
∑

𝑗=1
2𝓁

(

ℎ𝑟𝑝 cot 𝛽𝑗 −
1
2
ℎ2 cot 𝛽𝑗

)

, (13)

where 𝑟𝑝 is the pore size (i.e., the radius of the inscribed circle of the
cross-section of a pore) and 𝓁 is the pore length (i.e., the length of the
tube) (see Fig. 1).

2.1.4. Numerical algorithm
Eqs. (1)–(13) represent a closed mathematical formulation for the

phase equilibrium among liquid, vapor, and adsorbed phases in a
single nanopore. For a hydrocarbon mixture, given the temperature 𝑇 ,
pressure of one bulk phase (e.g., 𝑝v), and composition in the total feed
𝑘,f, our goal is to solve for the phase fractions (i.e., 𝜓 l, 𝜓v, and 𝜓ad)
nd the composition of each of the phases (i.e., 𝐱, 𝐲, and 𝐰). After some
earrangement, we obtain

𝑥𝑘𝑝l𝜑𝑘,l(𝑇 , 𝑝l, 𝐱) = 𝑦𝑘𝑝v𝜑𝑘,v(𝑇 , 𝑝v, 𝐲), ⇔ 𝑓𝑘,l = 𝑓𝑘,v,
𝛾𝑥𝑘 + (1 − 𝛾)𝑦𝑘 = (𝑧𝑘,f − 𝜓ad𝑤𝑘)∕(1 − 𝜓ad),
∑𝑁𝑐
𝑘=1 𝑥

𝑘 =
∑𝑁𝑐
𝑘=1 𝑦

𝑘 = 1,
v l c

(14)
4

𝑝 − 𝑝 = 𝑝 .
Now the primary unknown variables are 𝛾, 𝐱, and 𝐲. We further manip-
ulate Eqs. (14) by introducing two sets of new variables κ and 𝐳b (where
= {𝜅𝑘} and 𝐳b = {𝑧𝑘,b} with 𝑘 = 1, 2, 3,… , 𝑁𝑐) to replace 𝐱 and 𝐲 so

hat the primary variables become 𝛾, κ, and 𝐳b. 𝜅𝑘 is the equilibrium
oefficient of component 𝑘, where 𝜅𝑘 = 𝑦𝑘∕𝑥𝑘. 𝑧𝑘,b is the mole fraction

of component 𝑘 in the bulk phases, which can be computed via

𝑧𝑘,b =
𝑧𝑘,f

[

𝜌b(𝑣 − 𝑣ad) +
∑𝑁𝑐
𝑗=1 𝜉

𝑗
]

− 𝜉𝑘

𝜌b(𝑣 − 𝑣ad)
. (15)

Once 𝜅𝑘 and 𝑧𝑘,b are known, 𝑥𝑘 and 𝑦𝑘 can be computed as

𝑥𝑘 = 𝑧𝑘,b

𝛾 + (1 − 𝛾)𝜅𝑘
, 𝑦𝑘 = 𝑧𝑘,b𝜅𝑘

𝛾 + (1 − 𝛾)𝜅𝑘
. (16)

The primary variables 𝛾, κ, and 𝐳b can be solved using a standard
flash calculation with some modifications, i.e., we need to update the
pressure of one of the bulk phases (i.e., 𝑝l if 𝑝v is given, and vice versa)
and the composition in the bulk phases (i.e., 𝐳b) during the iterations.
We summarize the algorithmic steps below.

1. Set the initial guesses of the liquid pressure and composition in
the bulk phases as 𝑝l = 𝑝v and 𝐳b = 𝐳f, respectively.

2. Compute the initial guess of the equilibrium coefficients κ via the
Wilson’s equation,

𝜅𝑘 =
𝑝𝑘𝑐
𝑝v exp

[

5.373
(

1 + 𝜔𝑘
)

(

1 −
𝑇 𝑘𝑐
𝑇

)]

, (17)

where 𝑝𝑘𝑐 and 𝑇 𝑘𝑐 are the critical pressure and critical temperature of
component 𝑘, respectively. 𝜔𝑘 is the acentric factor of component 𝑘.

3. Update the mole fraction of liquid in the bulk phases 𝛾 via solving
the Rachford-Rice equation (which is equivalent to the third equation
in Eqs. (14)),
𝑁𝑐
∑

𝑘=1

(

𝜅𝑘 − 1
)

𝑧𝑘,b

𝛾 + (1 − 𝛾)𝜅𝑘
= 0. (18)

4. Update the following variables: the composition in each of the
bulk phases 𝐱 and 𝐲 via Eqs. (16), the liquid saturation in the bulk
phases 𝑠l via Eq. (9), the liquid phase pressure 𝑝l via Eq. (6), the
fugacity in each of the bulk phases 𝑓𝑘,l and 𝑓𝑘,v for all 𝑁𝑐 compo-
nents according to the first equation in Eqs. (14), and the amount
of component 𝑘 in the adsorbed phase 𝜉𝑘 for all 𝑁𝑐 components via
Eq. (11).

5. Update the compositions in the bulk phases 𝐳b via Eq. (15).
6. Update the equilibrium coefficients κ via

𝜅𝑘 =
𝑝l ⋅ 𝜑𝑘,l(𝑇 , 𝑝l, 𝐱)
𝑝v ⋅ 𝜑𝑘,v(𝑇 , 𝑝v, 𝐲)

. (19)

7. Repeat steps 3 ∼ 6 till 𝑓𝑘,l = 𝑓𝑘,v is satisfied for all 𝑁𝑐 components
(i.e., ∑𝑁𝑐

𝑘=1 ‖1 − 𝑓
𝑘,l∕𝑓𝑘,v‖2 < 𝜖, where 𝜖 is a small positive number).

2.2. Upscaled phase equilibrium model for realistic pore networks

We upscale the generalized individual-pore phase equilibrium
model presented in Section 2.1 to describe the nanoconfined phase be-
haviors in complex nanopore networks in shale rocks. The generalized
individual-pore phase equilibrium model (Section 2.1) is employed to
each pore of a pore network. The pores are represented by tubes with
square and triangular cross-sections to better represent realistic pores
with a wide range of shape factors [60]. Then by assuming thermo-
dynamic equilibrium across the pore network, we integrate the phase
behavior variables for all individual pores to derive macroscopic phase
behavior variables for the entire pore network. The macroscopic phase
behavior variables are then used to formulate a network-scale phase
equilibrium model. Below, we present the upscaled phase equilibrium
formulations and the numerical algorithm to solve the macroscopic

phase behavior variables.
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2.2.1. Thermodynamic equilibrium in a pore network
To derive an upscaled phase equilibrium model for a nanopore

network that consists of 𝑁𝑝 pores, we assume thermodynamic equi-
librium, i.e., chemical and mechanical equilibrium, across the entire
pore network. The chemical equilibrium leads to equal fugacity for
component 𝑘 in each phase in all of the 𝑁𝑝 pores,

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑓𝑘,l1 = 𝑓𝑘,l2 = ⋯ = 𝑓𝑘,l𝑁𝑝
= 𝐹 𝑘,l,

𝑓𝑘,v1 = 𝑓𝑘,v2 = ⋯ = 𝑓𝑘,v𝑁𝑝
= 𝐹 𝑘,v,

𝑓𝑘,ad
1 = 𝑓𝑘,ad

2 = ⋯ = 𝑓𝑘,ad
𝑁𝑝

= 𝐹 𝑘,ad,

(20)

here 𝐹 𝛼,𝑘 is the uniform fugacity of component 𝑘 in the 𝛼 phase,
hich we refer to as the macroscopic fugacities of the pore network.

The mechanical equilibrium leads to equal pressure in each phase
or all pores,

𝑝l
1 = 𝑝l

2 = ⋯ = 𝑝l
𝑁𝑝

= 𝑃 l,

𝑝v
1 = 𝑝v

2 = ⋯ = 𝑝v
𝑁𝑝

= 𝑃 v,

𝑝ad
1 = 𝑝ad

2 = ⋯ = 𝑝ad
𝑁𝑝

= 𝑃 ad,

(21)

here 𝑃 l, 𝑃 v, and 𝑃 ad are the uniform liquid, vapor, and adsorbed
hase pressures, which we refer to as the macroscopic liquid, vapor,
nd adsorbed phase pressures of the pore network, respectively. Sim-
larly, the mole fraction of each component 𝑘 is equal in each phase,
hich yields

𝑥𝑘1 = 𝑥𝑘2 = ⋯ = 𝑥𝑘𝑁𝑝 = 𝑋𝑘,

𝑦𝑘1 = 𝑦𝑘2 = ⋯ = 𝑦𝑘𝑁𝑝 = 𝑌 𝑘,

𝑤𝑘1 = 𝑤𝑘2 = ⋯ = 𝑤𝑘𝑁𝑝 = 𝑊 𝑘,

(22)

here 𝑋𝑘, 𝑌 𝑘, and 𝑊 𝑘 are the macroscopic mole fraction of component
in the liquid, vapor, and adsorbed phases of the pore network,

espectively. The density of each phase is also equal for all pores

𝜌l
1 = 𝜌l

2 = ⋯ = 𝜌l
𝑁𝑝

= ρl,

𝜌v
1 = 𝜌v

2 = ⋯ = 𝜌v
𝑁𝑝

= ρv,

𝜌ad
1 = 𝜌ad

2 = ⋯ = 𝜌ad
𝑁𝑝

= ρad,

(23)

here ρl, ρv, and ρad are the macroscopic liquid, vapor, and adsorbed
hase densities in the pore network, respectively. Similarly, we define
he macroscopic interfacial tension between liquid and vapor phases as
, which represents the uniform interfacial tension for all pores.

In addition to the above macroscopic variables, we define the
ollowing additional macroscopic variables: (1) 𝛹𝛼 , the mole fraction
f the 𝛼 phase in the pore network; (2) 𝐙f, defined as 𝐙f = {𝑍𝑘,f}
ith 𝑘 = 1, 2, 3,… , 𝑁𝑐 , where 𝑍𝑘,f the mole fraction of component 𝑘

n the total feed of the pore network. We then use the macroscopic
ariables to formulate the network-scale phase equilibrium model,
hich has the same form as the individual-pore phase equilibrium
odel (Section 2.1). The thermodynamic equilibrium among liquid,

apor, and adsorbed phase yields
𝑘,l = 𝐹 𝑘,v = 𝐹 𝑘,ad. (24)

The fugacities 𝐹 𝑘,l, 𝐹 𝑘,v, and 𝐹 𝑘,ad have the following forms

𝐹 𝑘,l = 𝑋𝑘𝑃 l𝛷𝑘,l(𝑇 , 𝑃 l,𝐗), 𝐹 𝑘,v = 𝑌 𝑘𝑃 v𝛷𝑘,v(𝑇 , 𝑃 v,𝐘),

𝐹 𝑘,ad = 𝑊 𝑘𝑃 v𝛷𝑘,ad(𝑇 , 𝑃 ad,𝐖),
(25)

here 𝐗 = {𝑋𝑘}, 𝐘 = {𝑌 𝑘}, and 𝐖 = {𝑊 𝑘} (𝑘 = 1, 2, 3,… , 𝑁𝑐)
enote the composition in the liquid, vapor, and adsorbed phase of the
etwork, respectively; and 𝛷𝑘,𝛼 is the fugacity coefficient of component
in the 𝛼 phase, which is a function of the temperature, pressure,
5

nd composition in the 𝛼 phase [61, ch. 4]. The mass conservation
f component 𝑘 in the three phases can be written as
l𝑋𝑘 + 𝛹v𝑌 𝑘 + 𝛹ad𝑊 𝑘 = 𝑍𝑘,f. (26)

he macroscopic mole fractions of all three phases sum to unity
l + 𝛹v + 𝛹ad = 1. (27)

dditionally, the summation of the macroscopic mole fractions for all
𝑐 components in each phase is equal to unity, i.e.,

𝑁𝑐
∑

=1
𝑋𝑘 =

𝑁𝑐
∑

𝑘=1
𝑌 𝑘 =

𝑁𝑐
∑

𝑘=1
𝑊 𝑘 = 1. (28)

Similar to the single nanopore formulations, when liquid and vapor
oexist in a pore network, the capillary pressure needs to be accounted
or when computing the fugacities. Because the pressures in each phase
re uniform across the pore network, the capillary pressures are also
niform. The uniform capillary pressure 𝑃 𝑐 (which we refer to as the
acroscopic capillary pressure) is defined as
v − 𝑃 l = 𝑃 𝑐 . (29)

he mathematical formulation for 𝑃 𝑐 will be presented in the following
ection 2.2.2.

.2.2. Capillary pressure
The uniform capillary pressure (𝑃 𝑐) leads to a uniform principle

adius of curvature of the liquid-vapor interfaces in the cross-sectional
lane in all pores (note that because pores are represented by tubes
ith square and triangular cross-sections, the principle radius of curva-

ure along the pore length is infinite). We use 𝑅𝑚 to denote the uniform
rinciple radius of curvature, which is referred to as the macroscopic
rinciple radius of curvature of the pore network. 𝑅𝑚 is a function of
he pore size distribution and the macroscopic liquid phase saturation
l =

∑𝑁𝑝
𝑖=1 𝑠

l
𝑖(𝑣𝑖 − 𝑣ad

𝑖 )∕(𝑉 − 𝑉 ad), where 𝑉 =
∑𝑁𝑝
𝑖=1 𝑣𝑖 is the total pore

olume of the pore network, 𝑠l
𝑖 is the liquid saturation in pore 𝑖 (see

ppendix A.1 for the detailed 𝑆 l − 𝑠l
𝑖 expression), and 𝑉 ad =

∑𝑁𝑝
𝑖=1 𝑣

ad
𝑖 is

he total volume of the adsorbed phase in the pore network. We derive
he expression for 𝑅𝑚 as follows.

When 𝑆 l ≤ 𝑆 l
0 (𝑆 l

0 =
∑𝑁𝑝
𝑖=1 𝑠

l
0,𝑖(𝑣𝑖 − 𝑣ad

𝑖 )∕(𝑉 − 𝑉 ad)), 𝑅𝑚 = 𝑟0. As
l increases from 𝑆 l

𝑐,0, smaller pores will gradually become saturated
y liquid. Without of loss of generality, suppose that the pores are
umbered such that 𝑟𝑝,𝑖−1 ≤ 𝑟𝑝,𝑖 for 1 ≤ 𝑖 ≤ 𝑁𝑝. If several pores have
he same size, they are numbered next to each other. When pore 𝑖 is
he smallest unsaturated pore (if several pores share the same size, 𝑖
efers to the number for the first pore), 𝑅𝑚 increases with 𝑆 l before
he liquid-vapor interfaces meet in pore 𝑖 (i.e., 𝑠l

𝑖 < 𝑠l
𝑐,𝑖). Then, after

he liquid-vapor interfaces meet in pore 𝑖 (i.e., 𝑠l
𝑐,𝑖 ≤ 𝑠l

𝑖 < 1), 𝑅𝑚
ecomes constant and 𝑅𝑚 = 𝑟𝑚,𝑖 = 𝑟𝑒,𝑖𝓁𝑒,𝑖∕𝓁𝑚,𝑖 (see Eq. (8)). Once pore 𝑖

becomes saturated, 𝑅𝑚 will continue to increase with 𝑆 l following the
same procedure outlined above until all of the pores become saturated
by the liquid phase. A detailed illustration of the above procedures is
presented in Fig. A.1. Let 𝑆 l

𝑐,𝑖 be the 𝑆 l corresponding to 𝑠l
𝑖 = 𝑠l

𝑐,𝑖 and
𝑆 l
𝑠,𝑖 be the 𝑆 l corresponding to 𝑠l

𝑖 → 1 (i.e., pore 𝑖 becomes saturated
by the liquid), 𝑅𝑚 for 𝑆 l > 𝑆 l

0 can be computed as

𝑅𝑚 =

⎧

⎪

⎨

⎪

⎩

(

𝑆l(𝑉 −𝑉 ad)−
∑𝑖−1
𝑗=1(𝑣𝑗−𝑣

ad
𝑗 )

∑𝑁𝑝
𝑗=𝑖 𝓁𝑗 �̃�𝑚,𝑗

)1∕2

𝑆 l
𝑠,𝑖−1 < 𝑆

l ≤ 𝑆 l
𝑐,𝑖,

𝑟𝑒,𝑖𝓁𝑒,𝑖∕𝓁𝑚,𝑖 𝑆 l
𝑐,𝑖 < 𝑆

l ≤ 𝑆 l
𝑠,𝑖.

(30)

he macroscopic liquid phase saturation 𝑆 l can be computed by

l =
𝛤∕ρl

1∕ρb =
𝛤∕ρl

𝛤∕ρl + (1 − 𝛤 )∕ρv , (31)

where 𝛤 is the macroscopic mole fraction of liquid phase in the bulk
phases of the pore network, i.e., 𝛤 = 𝛹 l∕(𝛹 l + 𝛹v). ρ𝑏 is the molar
density of the bulk phases in the entire network. After the macroscopic
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principle radius of curvature 𝑅𝑚 is computed, the macroscopic capillary
ressure 𝑃 𝑐 in Eq. (29) can be obtained via
𝑐 = σ

𝑅𝑚
. (32)

.2.3. Adsorption
In the adsorbed phase, the macroscopic fugacity of a component,

𝑘,ad, is a function of temperature 𝑇 , pressure 𝑃 ad, and mole fraction of
he component 𝑊 𝑘 (see Eqs. (25)). Using 𝛯𝑘 to denote the total amount

(in mole) of component 𝑘 in the adsorbed phase of the network, 𝑊 𝑘

an be written as

𝑘 = 𝛯𝑘
∑𝑁𝑐
𝑗=1 𝛯

𝑗
. (33)

herefore, 𝐹 𝑘,ad is a function of 𝑇 , 𝑃 ad, and 𝛯𝑘. Similar to the
ndividual-pore model (Section 2.1.3), we can link 𝐹 𝑘,ad, 𝑇 , and 𝛯𝑘

y applying the ML model to each pore. 𝛯𝑘 is the sum of 𝜉𝑘𝑖 across the
ntire network (see Eq. (11))

𝑘 =
𝑁𝑝
∑

𝑖=1
𝜉𝑘𝑖 =

𝑁𝑝
∑

𝑖=1
𝜉max,𝑘
𝑖 (𝑇 )

𝑏𝑘𝑖 (𝑇 )𝐹
𝑘,ad

1 +
∑𝑁𝑐
𝑗=1 𝑏

𝑗
𝑖 (𝑇 )𝐹 𝑗,ad

. (34)

Similarly, the mole fraction of the adsorbed phase of the network 𝛹ad

can be computed as

𝛹ad =

∑𝑁𝑐
𝑗=1 𝛯

𝑗,abs

ρb(𝑉 − 𝑉 ad) +
∑𝑁𝑐
𝑗=1 𝛯

𝑗,abs
, (35)

2.2.4. Numerical algorithm
Eqs. (24)–(35) represent a closed mathematical formulation for

the network-scale phase equilibrium model. Given the temperature 𝑇 ,
pressure of one bulk phase (e.g., 𝑃 v), and composition in the total feed

f in a pore network, our goal is to solve for the mole fraction of each
hase (i.e., 𝛹ad, 𝛹 l, 𝛹v) and the composition in each phase (i.e., 𝐗,
, and 𝐖). Similar to the rearrangement done for the individual-pore

ormulations in Section 2.1.4, Eqs. (24)–(35) can be simplified as

𝑋𝑘𝑃 l𝛷𝑘,l(𝑇 , 𝑃 l,𝐗) = 𝑌 𝑘𝑃 v𝛷𝑘,v(𝑇 , 𝑃 v,𝐘), ⇔ 𝐹 𝑘,l = 𝐹 𝑘,v,
𝛤𝑋𝑘 + (1 − 𝛤 )𝑌 𝑘 = (𝑍𝑘,f − 𝛹ad𝑊 𝑘)∕(1 − 𝛹ad),
∑𝑁𝑐
𝑘=1𝑋

𝑘 =
∑𝑁𝑐
𝑘=1 𝑌

𝑘 = 1,
𝑃 v − 𝑃 l = 𝑃 c.

(36)

imilar to Section 2.1.4, we further manipulate Eqs. (36) by introducing
wo sets of new variables 𝐊 and 𝐙b (where 𝐊 = {𝑘} and 𝐙b =
{𝑍𝑘,b} with 𝑘 = 1, 2, 3,… , 𝑁𝑐) to replace 𝐗 and 𝐘, so that the primary
ariables become 𝛤 , 𝐊, and 𝐙b. 𝑘 is the macroscopic equilibrium

coefficients, where 𝑘 = 𝑌 𝑘∕𝑋𝑘. 𝑍𝑘,b is the macroscopic mole fraction
of component 𝑘 in the bulk phases, which can be computed via

𝑍b,𝑘 =
𝑍𝑘,f

(

ρb(𝑉 − 𝑉 ad) +
∑𝑁𝑐
𝑗=1 𝛯

𝑗
)

− 𝛯𝑘

ρb(𝑉 − 𝑉 ad)
, (37)

Once 𝐊 and 𝐙b are known, 𝑋𝑘 and 𝑌 𝑘 can be computed as

𝑋𝑘 = 𝑍𝑘,b

𝛤 + (1 − 𝛤 )𝑘 , 𝑌
𝑘 = 𝑍𝑘,b𝑘

𝛤 + (1 − 𝛤 )𝑘 . (38)

The primary variables 𝛤 , 𝐊, and 𝐙b can be solved using a flash
calculation identical to that of the individual-pore phase equilibrium
model in Section 2.1.4. The only difference is that here all variables
are macroscopic variables. Below, we summarize the algorithmic steps.

1. Set the initial guesses of the liquid pressure and the compositions
in the bulk phases as 𝑃 l = 𝑃 v and 𝐙b = 𝐙f, respectively.

2. Compute the initial guess of the macroscopic equilibrium coeffi-
ients 𝐊 via the Wilson’s equation,

𝑘 =
𝑝𝑘𝑐

v exp

[

5.373
(

1 + 𝜔𝑘
)

(

1 −
𝑇 𝑘𝑐

)]

, (39)
6

𝑃 𝑇
3. Update the macroscopic mole fraction of liquid in the bulk phases
𝛤 via solving the Rachford-Rice equation (which is equivalent to the
third equation in Eqs. (36)),
𝑁𝑐
∑

𝑘=1

(

𝑘 − 1
)

𝑍b,𝑘

𝛤 + (1 − 𝛤 )𝑘 = 0. (40)

4. Update the following variables: the macroscopic composition in
each of the bulk phases 𝐗 and 𝐘 via Eqs. (38), the macroscopic liquid
saturation in the bulk phases 𝑆 l via Eq. (31), the macroscopic liquid
phase pressure 𝑃 l via Eq. (29), the macroscopic fugacity in each of the
bulk phases 𝐹 𝑘,l and 𝐹 𝑘,v according to the first equation in Eq. (36),
and the total amount of component 𝑘 in the adsorbed phase 𝛯𝑘 via
Eqs. (34).

5. Update the macroscopic composition in the bulk phases 𝐙b via
Eq. (37).

6. Update the macroscopic equilibrium coefficients 𝐊 via Eq. (41),

𝑘 =
𝑃 l ⋅𝛷𝑘,l(𝑇 , 𝑃 l,𝐗)
𝑃 v ⋅𝛷𝑘,v(𝑇 , 𝑃 v,𝐘)

, (41)

7. Repeat steps 3 ∼ 6 till 𝐹 𝑘,l = 𝐹 𝑘,v is satisfied for all 𝑁𝑐
omponents (i.e., ∑𝑁𝑐

𝑘=1 ‖1 −𝐹
𝑘,l∕𝐹 𝑘,v‖2 < 𝜖, where 𝜖 is a small positive

umber).

. Results and analysis

We conduct three sets of simulations to demonstrate the applicabil-
ty of the phase equilibrium models presented in Section 2. The first set
f simulations employs the individual-pore phase equilibrium model to
tudy the phase behavior of hydrocarbons in a single nanopore with
ifferent sizes and geometries. These single-pore simulations allow us
o examine the impact of several factors on the nanoconfined phase
ehavior in a single nanopore, including capillary pressure, adsorption,
ore size, and pore geometry (i.e., the geometry of the pore cross-
ection). The other two sets of simulations employ the network-scale
hase equilibrium model to study the phase behavior in pore net-
orks. Three pore networks (i.e., one two-scale pore network and two
ultiscale pore networks) are used as examples. These network-scale

imulations allow us to investigate how the nanoconfined phase behav-
or of hydrocarbons manifests in complex pore structures that consist
f pores spanning a wide range of sizes. For all of the simulations, we
et the minimum radius of curvature (𝑟0) to 5 nm [14,27,59,71,72], the
dsorption thickness (ℎ) to 0.5 nm [59], and the contact angle (𝜃) to 0

unless stated elsewhere.

3.1. Phase behavior in a single nanopore

First of all, we compare our individual-pore phase equilibrium
model to that of Sandoval et al. [59] for a pore with a circular
cross-section (𝑟𝑝 = 10 nm) to verify our implementation. Comparisons
of the phase envelopes are presented in Fig. A.2 in Appendix A.2.
Two hydrocarbon mixtures are simulated including a binary mixture
(C1 ∶ C2 = 0.5 ∶ 0.5) and a ternary mixture (C1 ∶ C4 ∶ C10 =
0.42 ∶ 0.33 ∶ 0.25). The thermodynamic properties of C1, C2, C4, and
C10 including the critical pressure 𝑝𝑐𝑟, the critical volume 𝑉 𝑐𝑟, the
critical temperature 𝑇 𝑐𝑟, the acentric factor 𝜔, and the molar weight
are obtained from Sandoval et al. [59] and Pedersen et al. [61]. The
excellent agreement between our results and those from Sandoval et al.
[59] (Fig. A.2) provides a verification for our implementation.

We then use the individual-pore phase equilibrium model to inves-
tigate the impact of capillary pressure, adsorption, pore size, and pore
geometry on the nanoconfined phase behavior in a single nanopore.
We consider pores with two different pore geometries (i.e., square
tube and equilateral triangular tube) and sizes (i.e., 𝑟𝑝 = 10 nm and
100 nm). A binary mixture (C1 ∶ C4 = 0.5 ∶ 0.5) and a ternary mixture

(C1 ∶ C4 ∶ C10 = 0.42 ∶ 0.33 ∶ 0.25) are examined. The ratios are molar
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Fig. 2. Phase envelopes of a binary mixture (C1 ∶ C4 = 0.5 ∶ 0.5; left) and a ternary mixture (C1 ∶ C4 ∶ C10 = 0.42 ∶ 0.33 ∶ 0.25; right) in a single nanopore with different sizes
𝑟𝑝 = 10 nm and 100 nm) and geometries (tubes with square or triangular cross-sections). The results in row 1 (a and b) only include the capillary pressure, while those in row

2 (c and d) account for both capillary pressure and competitive adsorption. The critical points (i.e., critical pressure and temperature) for pores with a square cross-section are
indicated by asterisks and those in pores with a triangular cross-section are indicated by circles.
ratios. These two mixtures will also be used for the other simulations
presented in the rest of the paper.

For each mixture, we present the phase envelope (i.e., a line that
surrounds the two-phase region on the 𝑃 -𝑇 phase diagram) and the
ritical point (i.e., a point that separates the phase envelope into an
pper branch, referred to as bubble point line, and a lower branch,
eferred to as dew point line). On the bubble point line, the mixture is
n liquid phase. Thus, the liquid phase pressure is used as the reference
ressure. Conversely, on the dew point line, the mixture is in vapor
hase and the vapor phase pressure is used as the reference pressure.

When only capillary pressure (𝑝𝑐) is included in the phase behavior
odel (Fig. 2a–b), the bubble point line shifts down as the pore size

ecomes smaller, while the dew point line remains unchanged. This
s because 𝑝𝑐 = 𝜎∕𝑟𝑚, and 𝑟𝑚 = 𝑟𝑒 on the bubble point line that

decreases for a smaller pore, while 𝑟𝑚 = 𝑟0 on the dew point line that
is independent of pore size (see Eqs. (7)–(8)). This is also the reason
that the phase envelopes for the square and triangular cross-sections
are identical—as long as the pore size is kept the same, 𝑟𝑒 and 𝑟0
do not change with the geometry of the cross-section. Note that the
dependence of the phase envelope on pore size presented above will
be different for a pore with a circular cross-section, where 𝑝𝑐 = 2𝜎∕𝑟𝑚,
and 𝑟𝑚 = 𝑟𝑒 on the entire phase envelope (i.e., including both the bubble
point and dew point lines). This means that the bubble point line will
be lower than that of an equal-size pore with square and triangular
cross-sections. Additionally, the dew point line will also change with
pore size instead of being size-independent like that for the pores with
square or triangular cross-sections. A comprehensive analysis of the
phase behavior for a pore with a circular cross-section was presented
in Sandoval et al. [42]. Another interesting observation is that the
critical point does not change with pore size and geometry as shown
in Fig. 2a–b. This is because the interfacial tension (𝜎) and 𝑝𝑐 become
7

zero at the critical point for any pore. Finally, we note that though
the above analyses are for the 𝑝𝑐 (𝑠l) formulation presented in Eqs. (7)–
(8), the general dependence of the phase behavior on pore size and
geometry should be similar when the other 𝑝𝑐 formulations mentioned
in Section 2.1.2 are considered.

In addition to 𝑝𝑐 , including the competitive adsorption further
modifies the phase envelope. Though the bubble point line is similar
to that when only 𝑝𝑐 is included, the dew point line shifts up as the
pore becomes smaller (Fig. 2c–d). The bubble point line remains almost
unchanged because the competitive adsorption has a minimal impact
on the composition of the bulk fluid when the entire pore is filled by
the liquid phase. Conversely, the dew point line shifts up because the
bulk fluid becomes ‘‘lighter’’ (i.e., the molar ratio between lighter and
heavier components increases) resulting from preferential adsorption
of heavier components to the pore walls. This adsorption-induced
‘‘stripping’’ effect becomes stronger in smaller pores. This is because
the relative importance of adsorption scales with the ratio between the
volume of the adsorbed phase and the total volume of the pore, and this
ratio (approximately equal to the specific surface area, i.e., the surface
area per unit pore volume) becomes greater as the pore size decreases.
Additionally, due to the pore size-dependent ‘‘stripping’’ effect, the
critical point now changes with pore size—the fluid in a smaller pore
has a smaller critical temperature, but greater critical pressure. Finally,
Fig. 2c–d also show that including the competitive adsorption does
not change the dependence of the phase envelope on pore geometry.
This can be explained by the fact that equal-size pores with square and
triangular cross-sections have similar ratios between the volume of the
adsorbed phase and the total volume of the pore—their specific surface
areas are the same.

3.2. Phase behavior in complex nanopore networks

3.2.1. Phase behavior in a two-scale pore network
We simulate the phase behavior of hydrocarbons in a two-scale
pore network that consists of one large pore (𝑟𝑝 = 100 nm) and 100
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Fig. 3. (a) Schematic of the two-scale pore network that consists of one large pore (𝑟𝑝 = 100 nm) and 100 small pores (𝑟𝑝 = 10 nm). (b) and (c) show the macroscopic phase
envelopes for the two-scale pore network (solid lines) for the binary and ternary mixture scenarios, respectively. The phase envelopes for the single nanopores (dash lines) are
also presented for comparison. The critical points are labeled on the phase envelopes.
small pores (𝑟𝑝 = 10 nm). The pores are well-connected by throats as
shown in Fig. 3a. To focus our analyses on the impact of pore sizes, we
assume that the pores have the same geometry, i.e., they are all tubes
with square cross-sections. The same binary and ternary hydrocarbon
mixtures presented in Section 2.1 are simulated.

Fig. 3b–c presents the macroscopic phase envelopes for the network
under both mixture scenarios. The phase envelope in a single pore
(𝑟𝑝 = 10 nm and 100 nm) is also presented for comparison. The results
show that the phase envelope of the network falls between the two
single-pore phase envelopes. The critical point also falls between the
two single-pore critical points. This is resulting from the fact that the
adsorption-induced ‘‘stripping’’ effect (see Section 2.1) in the two-scale
network is weaker than that in a single pore of 𝑟𝑝 = 10 nm while
stronger than that in a single pore of 𝑟𝑝 = 100 nm. Another interesting
observation is that the bubble point branch of the phase envelope for
the two-scale network is closer to that of the large pore—they almost
overlap except for when it is close to the critical points. This is because,
at the bubble point, (1) the capillary pressure of the two-scale network
is equal to 𝜎∕𝑟𝑒 where 𝑟𝑒 is the effective radius of the large pore, i.e., the
capillary pressure of the two-scale network is close to that of the large
pore at the bubble point line; and (2) the ‘‘stripping’’ effect, though
stronger in the two-scale network, has a minimal impact on the phase
envelope at the bubble point line.

Inspection of the distribution of the fluid phases and components
in the network leads to the following observations (Fig. 4). For both
the binary and ternary mixture scenarios, the bulk phases and the
total mass (bulk phases plus the adsorbed phase) in the small pores
(𝑟𝑝 = 10 nm) are both denser than those in the large pore (𝑟𝑝 =
100 nm), i.e., the small pores have a greater ratio of heavier to lighter
components than that in the large pore. This can be shown by the
binary mixture scenario as an example. We examine two different
conditions that correspond to a lower and a higher liquid saturation
in the network, i.e., 𝑃 v = 70 bar and 𝑃 v = 90 bar at 𝑇 = 330 K.
When 𝑃 v = 70 bar (Fig. 4a), the molar ratios of C4 to C1 in the bulk
phases and the total mass of all three phases in the small pore (1.22 and
1.33) are both greater than those in the large pore (0.64 and 0.64).
Similarly, when 𝑃 v = 90 bar (Fig. 4c), the molar ratios of C4 to C1
in the small pore are 1.38 and 1.56 in the bulk phases and the total
mass of all three phases, respectively, while those in the large pore
are, respectively, 0.33 and 0.35. The above observations are a result
of two mechanisms—capillary trapping and preferential adsorption of
heavier components. Capillary trapping leads to more liquid residing in
the small pore and the liquid phase has a greater molar ratio of heavier
to lighter components than that of the vapor phase. Concomitantly,
heavier components are more preferentially adsorbed to pore walls,
which leads to a greater molar ratio of heavier to lighter components in
the adsorbed phase than that in the bulk phases. Because the adsorbed
phase accounts for a greater fraction of the total mass in the small pores
8

(due to their greater specific surface area), the preferential adsorption
of heavier components increases the molar ratio of heavier to lighter
components. Consequently, the bubble point pressure in the small pores
is significantly suppressed, i.e., the pressure at which the vapor phase
first shows up in the small pores is much smaller than that in the large
pore.

3.2.2. Phase behavior in multiscale pore networks
To examine the macroscopic phase behavior in more complex pore

structures, we simulate the phase behavior of the hydrocarbon mix-
tures from Section 3.2.1 in two multiscale pore networks, denoted
as multiscale network #1 and #2 (see Fig. 5a and d). The networks
are unstructured with 100 × 100 × 100 pores and were generated
using a method commonly used in previous studies [73,74]. The pore
size follows a truncated lognormal distribution (normalized standard
deviation is 0.5) and ranges from 5.5 nm to 100 nm (see Fig. 5b and
e). The two networks have different average pore sizes (12.2 nm and
22.7 nm for multiscale networks #1 and #2, respectively). The pores
are interconnected by throats and the average number of throats con-
necting to each pore (i.e., the average coordination number) is 4.3 in
each network. All the pores and throats are assumed tubes with square
cross-sections. A pore network has a macroscopic 𝑃 𝑐 -𝑆 l curve that is
a function of the detailed pore structures. The 𝑃 𝑐 -𝑆 l curves for the
two networks are shown in Fig. 5c and f (an interfacial tension of
σ = 0.02N∕m was used for demonstration).

We present the macroscopic phase envelopes for the multiscale
networks in Fig. 6. The phase envelope in a single pore (𝑟𝑝 = 5.5 nm and
100 nm) is also presented for comparison. The bubble point lines for the
two networks almost overlap because they are both controlled by the
capillary pressure of the largest pore as was discussed in Section 3.2.1.
Conversely, their dew point lines—though both fall between the phase
envelopes for the two single pores—are different from each other. A
closer inspection reveals that the dew point line for multiscale network
#1 is closer to that of 𝑟𝑝 = 5.5 nm, while the dew point line for
multiscale network #2 is closer to that of 𝑟𝑝 = 100 nm. This is a direct
result of the different pore size distributions of the two networks—
though their pore sizes both follow a truncated log-normal distribution
with the same normalized standard deviation, multiscale network #1
has an average pore size smaller than that of multiscale network #2
leading to a stronger ‘‘stripping’’ effect for the former.

We also present the spatial distribution of fluid phases and compo-
nents in the two multiscale pore networks for the binary and ternary
mixture scenarios in Figs. 7 and 8, respectively. Four different condi-
tions are used as examples—𝑃 v = 30, 50, 70, 90 bar; and 𝑇 = 330K for
the binary mixture scenario and 𝑇 = 450K for the ternary mixture
scenario. The results show that the multiscale pore structure controls
the spatial distribution of liquid and vapor phases due to capillary
trapping, i.e., the liquid phase tends to reside in the smaller pores.
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Fig. 4. Distribution of fluid phases and components in the two-scale network for the binary and ternary mixture scenarios. The adsorbed, liquid, and vapor phases are indicated
by dark red, light red, and white colors, respectively. The compositions in liquid and vapor phases (denoted by ‘‘bulk’’) and in the total mass of all three phases (denoted by
‘‘total’’) are also presented.
Fig. 5. The three-dimensional representation, pore size distribution, and the capillary pressure as a function of the liquid phase saturation 𝑃 𝑐 -𝑆 l for (a–c) multiscale network #1
and (d–f ) multiscale network #2. Each network consists of approximately 1,000,000 pores.
Because the liquid phase has a greater molar ratio of heavier to lighter
components than that of the vapor phase, greater liquid phase satu-
ration in the smaller pores leads to a greater molar ratio of heavier
components. In addition, the multiscale pore structure also modifies the
spatial distribution of the adsorbed phase. Namely, due to the greater
specific surface area, the adsorbed phase in the smaller pores accounts
for a greater fraction of the total mass of the three phases. Since
the adsorbed phase has the greatest molar ratio of heavier to lighter
components among all three phases, this also increases the molar ratio
of heavier to lighter components in the smaller pores. Consequently,
the bubble point pressure in the smaller pores is suppressed and the
extent of suppression becomes greater as the pore size becomes smaller.
We also note that the above observations regarding how the multiscale
9

pore structure controls the distributions of phases and components
and the bubble point pressure are consistent with those in the two-
scale network in Section 3.2.1. Overall, the network-scale simulations
presented here and in Section 3.2.1 all demonstrate that the multiscale
pore structure (e.g., pore size distribution) is a primary factor that
controls the macroscopic phase behavior and mass distribution in pore
networks.

4. Discussion

We have developed a novel upscaling framework for deriving the
macroscopic thermodynamic phase behavior of hydrocarbon mixtures
in complex nanopore networks. The upscaling procedure involves the
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Fig. 6. Macroscopic phase envelopes (solid line) and critical points (circle) for multiscale network #1 and #2: (a) binary mixture scenario, (b) ternary mixture scenario. The phase
nvelopes (dash line) and critical points (circle) in a single nanopore—the largest pore (𝑟𝑝 = 100 nm) and the smallest pore (𝑟𝑝 = 5.5 nm) of the networks—are also presented for
omparison.
Fig. 7. The local liquid saturation and molar ratio of C4 to C1 in the individual pores for the binary mixture scenario in (a-b) multiscale network #1 and (c-d) multiscale network
2. Four example conditions (𝑃 v = 30, 50, 70, 90 bar and 𝑇 = 330K) are presented. The 𝑥-axes in all plots denote the size of the pores in the networks. The 𝑦-axes in (a) and (c)
enote the local liquid saturation in each pore, while the 𝑦-axes in (b) and (d) denote the local molar ratio of C4 to C1 in each pore in liquid and vapor phases (denoted by

‘Bulk’’, dash line) and in the total mass of all three phases (denoted by ‘‘Total’’, solid line).
ollowing steps. Within each pore, we employ a generalized individual-
ore phase equilibrium model that explicitly accounts for the capillary
ressure and competitive adsorption of hydrocarbon components. As-
uming thermodynamic equilibrium across the pore network, we derive
he upscaled phase behavior variables for the entire pore network by
ntegrating the variables from all individual pores. The end result is a
etwork-scale phase equilibrium model that naturally accounts for the
ize- and geometry-dependent nanoconfinement effects of the complex
anopore structures.

We have applied the upscaled model to examine a wide range of
actors—including capillary pressure, competitive adsorption, pore size,
ore geometry, and pore size distribution—that may affect the macro-
copic phase behavior in multiscale pore networks that consist of up
o a million nanopores. It was shown that heavier components always
referentially reside in smaller pores as a result of capillary trapping of
10

he liquid phase and preferential adsorption of the heavier components
on the pore wall (see Section 3.2). The greater mole fraction of heavier
components in the smaller pores suppresses their bubble point pressure
and in turn modifies the macroscopic phase behavior of the entire
network. These observations illustrate that the multiscale pore structure
is a primary factor that controls the macroscopic phase behavior in a
nanopore network.

The dependence of the nanoconfined phase behavior on the multi-
scale pore structures revealed in our simulations is in line with prior
nanofluidic experiments [15] and advanced theoretical modeling stud-
ies [22,26,32–35]. Zhong et al. [15] employed nanofluidic experiments
to examine the phase behavior of C1 and C3 mixtures in connected
two-scale silicon nanochannels. The experimental observations and
comparison to DFT simulations revealed that the bubble point in the
smaller channels was suppressed by approximately 3 folds due to capil-
larity and competitive surface adsorption. Several more comprehensive

DFT studies [32–35] that simulated constant composition expansion
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Fig. 8. The local liquid saturation, molar ratios of C4 to C1 and C10 to C1 for the ternary mixture scenario in (a–c) multiscale network #1 and (d–f ) multiscale network #2.
our example conditions (𝑃 v = 30, 50, 70, 90 bar and 𝑇 = 450K) are presented. The 𝑥-axes in all plots denote the size of the pores in the networks. The 𝑦-axes in (a) and (d) denote

the local liquid saturation in each pore. The 𝑦-axes in (b) and (e) denote the local molar ratio of C4 to C1 in each pore, and 𝑦-axes in (c) and (f ) denote the local molar ratio of
C10 to C1 in each pore. The dash line represents the molar ratio in liquid and vapor phases (denoted by ‘‘Bulk’’), while the solid line represents the molar ratio in total mass of
all three phases (denoted by ‘‘Total’’).
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and constant volume depletion in multiscale systems—consisting of
one or several carbon-slit nanopores and a fracture (bulk)—further
quantified the impact of competitive surface adsorption on the phase
behavior in the nanopores. Similarly, the impact of the multiscale
pore structure on the nanoconfined phase behaviors has also been
independently observed in GEMC or MD simulations for more complex
mixtures (up to 8 components) and solid materials (e.g., silica, kerogen,
and graphite) in two-scale systems [22,26].

More generally, the present upscaling framework can be integrated
into the workflow of digital rock physics for deriving macroscopic
phase behavior parameters for realistic pore networks in shale rocks.
Digital rock physics refer to the general workflow that uses high-
resolution images of rock samples as inputs for deriving macroscopic
properties or for numerical simulations of different physical and chem-
ical processes, e.g., gas transport or multiphase flow [e.g., 60,75–77].
For shale rocks specifically, advanced imaging techniques including
X-ray computed tomography and focused ion beam scanning electron
microscopy can be employed to acquire high-resolution images of the
pore structures [e.g., 77–80]. Algorithms such as watershed segmen-
tation [81–84], maximal ball [85–87], and axial skeleton [88,89] can
then be used to extract pore networks that replicate the key pore
structural properties of the rock samples (e.g., pore size, shape factor,
surface area, and connectivity). Once a pore network is obtained, our
upscaling framework can be directly employed to derive parameters for
the macroscopic phase behavior model for a rock sample. From a prac-
tical standpoint, because the macroscopic phase behavior formulation
shares the same mathematical structure as that of a standard bulk phase
behavior model (see Section 2.2), it can be readily incorporated in any
standard reservoir simulators [90–95].

In addition, the upscaling framework can be extended to model
a wider range of conditions such as more complex fluids (i.e., the
presence of other fluids in addition to hydrocarbons) and heteroge-
neous rocks. Non-polar components (e.g., CO2) that dissolve in hy-
drocarbons can be directly included if the thermodynamic properties
(e.g., critical pressure, and critical temperature) and adsorption pa-
11

rameters (e.g., maximum adsorption, adsorption equilibrium constant,
and adsorption thickness) are available [48,96]. For polar components
(e.g., H2O) that have limited miscibility in hydrocarbons, a separate
hase in addition to the hydrocarbon phases may appear. This would
equire a further modification to the phase behavior model to account
or thermodynamic equilibrium between hydrocarbon phases and the
ew separate phase [61, ch. 16]. In addition to more complex fluids,
ur framework also allows for different contact angles in the different
ores to account for spatially variable wettability in shale rocks. Here,
e illustrate this capability using a two-pore network as an example

see Appendix A.3). The two pores are identical except that they
ave different wettabilities (i.e., their contact angles 𝜃 are different).
reliminary results demonstrate that the variable wettability can also
odify the nanoconfined phase behavior—more liquid is trapped in the
ore with a smaller contact angle, leading to a greater mole fraction of
eavier components that suppresses the bubble point pressure.

Finally, we point out that the upscaling framework may be further
xtended to include several additional factors that have not been
xamined in the present work. The current framework assumes that
1) the capillary pressure follows the standard Young–Laplace equation,
2) the adsorption can be modeled by the relatively simple ML model,
nd (3) the adsorbed phase has a uniform thickness and density. While
hese assumptions are expected to be valid for the range of pore sizes in
he present work (𝑟𝑝 ≥ 5.5 nm) [14,27,59,71,72], some of them might

break down for smaller pores. For example, the capillary pressure may
deviate from the prediction of the standard Young–Laplace equation
due to strong interactions between the liquid-vapor interfaces and the
solid surface [97–99]. Additionally, the adsorbed phase may not have
a uniform depth and density due to the inhomogeneous fluid-wall
interaction. As the pore size becomes even smaller (e.g., sub 1 nm), a
fluid may not be considered as a continuum and thus phase transition
may not be defined. To account for the above anomalous behaviors
in small nanopores, more generalized capillary pressure, adsorption,
and phase behavior models may be derived using advanced theoretical
models such as MD, GCMC, GEMC, and DFT [23,24,99–102]. We

note that because these generalized models will only modify the local
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phase equilibrium model in each individual pore, they can be directly
incorporated in the current upscaling framework to further examine the
nanoconfined phase behavior in smaller pores.

5. Conclusion

We have developed a novel upscaling framework for deriving the
macroscopic phase behavior of hydrocarbon mixtures in realistic
nanopore networks in shale rocks. The upscaled phase behavior model
accounts for the pore size- and geometry-dependent nanoconfinement
effects of pores varying in geometry and whose size spans several
order of magnitude. The main contributions of the present work are
summarized as follows.

(1) A novel upscaling framework has been developed for the ther-
modynamic phase behavior of hydrocarbon mixtures in the complex
pore networks of shale rocks.

(2) Simulations using the upscaled model demonstrate that the mul-
tiscale pore structure is a primary factor that governs the macroscopic
phase behavior in the shale rocks. Resulting from capillary trapping
of the liquid phase and competitive adsorption on the pore wall,
heavier components tend to reside in smaller pores and thus the bubble
point pressure is suppressed in those pores. These observations are
supported by prior studies using nanofluidic experiments and advanced
theoretical models including MD, GEMC, and DFT.

(3) The new upscaling framework, when combined with digital
rock physics, provides a workflow for parameterizing the macroscopic
phase behavior formulations for shale rocks. Further more, the upscaled
phase behavior formulation shares the same computational structure
as that of a standard bulk phase behavior formulation and can be
readily incorporated in commercial reservoir simulators for field-scale
applications.
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Appendix

A.1. Relationships among the macroscopic principle radius of curvature 𝑅𝑚,
macroscopic liquid saturation 𝑆 l, and local saturation 𝑠l

Fig. A.1 presents the macroscopic principle radius of curvature 𝑅𝑚
corresponding to different macroscopic liquid saturation 𝑆 l as revealed
by Eq. (30). Once 𝑆 l and 𝑅𝑚 are known, the local saturation 𝑠l in a pore
network can be computed accordingly, which is presented as follows.
When 𝑆 l ≤ 𝑆 l

0, we assume the menisci of fluid-fluid interfaces are
uniform in all pores. Thus the volume of liquid phase in each pore scales
with the pore length and 𝑠l can be computed by the ratio of the volume
of liquid phase to the volume of liquid and vapor phases. When 𝑆 l > 𝑆 l

0
and pore 𝑖 is the smallest unsaturated pore, then (1) pores whose size is
smaller than pore 𝑖 have 𝑠l = 1; (2) pores whose size is equal to pore 𝑖
have the same 𝑠l; (3) pores whose size is greater than pore 𝑖 have 𝑠l < 𝑠l𝑐
and 𝑟 = 𝑅 , so that their 𝑠l is a function of 𝑅 which is a function of 𝑆 l
12

𝑚 𝑚 𝑚
Fig. A.1. Relationships among the macroscopic principle radius of curvature 𝑅𝑚,
macroscopic liquid saturation 𝑆 𝑙 , and local liquid saturation 𝑠l. For demonstration
purposes, pores with square cross-sections are used here. Each row represents a different
𝑆 𝑙 in the pore network and 𝑆 𝑙 increases from top to bottom. In each row, the size of
the pores (the pore network has 𝑁𝑝 pores in total) increases from left to right. Within
each pore, the adsorbed, liquid, and vapor phases are indicated by dark red, light red,
and white colors, respectively. If multiple pores have the same size, they will have the
same saturation.

(see Eq. (30) for the 𝑅𝑚-𝑆 l relationship). Finally, the general expression
of 𝑠l in each pore 𝑗 of the network can be given by

𝑠l
𝑗 =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝓁𝑗𝑆l(𝑉 −𝑉 ad)
(

∑𝑁𝑝
𝑗′=1

𝓁𝑗′

)

(𝑣𝑗−𝑣ad
𝑗 )
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∑𝑖−1
𝑗′=1(𝑣𝑗′−𝑣

ad
𝑗′
)+

∑𝑁𝑝
𝑗′=𝑖+𝑛𝑖

𝓁𝑗′ �̃�𝑚,𝑗′𝑅
2
𝑚

)

∑𝑖+𝑛𝑖−1
𝑗′=𝑖

(𝑣𝑗′−𝑣
ad
𝑗′
)

𝑆 l > 𝑆 l
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𝓁𝑗 �̃�𝑚,𝑗𝑅2
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ad
𝑗 ) 𝑆 l > 𝑆 l

0 & 𝑟𝑒,𝑗 > 𝑟𝑒,𝑖,

(A.1)

where 𝑛𝑖 denotes the number of pores that have the same size as that
of pore 𝑖 (including pore 𝑖).

A.2. Verification of model implementation for a single nanopore with a
circular cross-section

We compare our individual-pore phase equilibrium model to that
of Sandoval et al. [59] for a pore with a circular cross-section (𝑟𝑝 =
10 nm) to verify our implementation (see Fig. A.2). Note that because
the radius of curvature of the liquid-vapor interfaces was computed
by assuming ℎ = 0 in Sandoval et al. [59], we set the volume (𝑣ad)
and thickness (ℎ) of the adsorbed phase to zero for the simulations
presented here, except for the 𝑣ad in Eq. (15).
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Fig. A.2. Validation of the model implementation by comparing the phase envelopes of a binary mixture (C1 ∶ C2 = 0.5 ∶ 0.5) and a ternary mixture (C1 ∶ C4 ∶ C10 = 0.42 ∶ 0.33 ∶
.25) in a single nanopore with a circular cross-section (𝑟𝑝 = 10 nm) with those obtained by Sandoval et al. [59].
Fig. A.3. Distribution of fluid phases and components in a two-pore network with different wettability: (a) two pores have contact angles of 0◦ and 10◦, (b) two pores have
contact angles of 0◦ and 20◦. The adsorbed, liquid, and vapor phases are indicated by dark red, light red, and white colors, respectively. The compositions in liquid and vapor
phases (denoted by ‘‘bulk’’) and in the total mass of all three phases (denoted by ‘‘total’’) are also presented.
t
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A.3. Extending the current framework for pore networks with spatially
variable wettability

We demonstrate that the current framework can be extended for
pore networks with spatially variable wettability. A two-pore network
is used as an example. The two pores are constructed to be identical
except that their contact angles are different. We simulate two sce-
narios: the first assumes that the two pores have contact angles of 0◦

nd 10◦, while the second assumes the two pores have contact angles
f 0◦ and 20◦. A binary mixture (C1 ∶ C4 = 0.5 ∶ 0.5) under three
ifferent conditions corresponding to a relatively low, moderate, high
iquid saturation in the network, i.e., 𝑃 v = 55, 60, 65 bar at 𝑇 = 330
, are simulated. The distributions of fluid phases and components in

he pore network are presented in Fig. A.3. The results show that, in
ddition to the pore size, the variable wettability also modifies the
anoconfined phase behavior. Specifically, more liquid is trapped in
13
he pore with a smaller contact angle, leading to a greater mole fraction
f heavier components. This difference becomes greater as the contact
ngles of the two pores become more different (i.e., the wettability
ecomes more heterogeneous).
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